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Interactive multilabel segmentation

seeds, linear system of equations with warm start

2 / 21



Random walker

▶ Image = graph, pixels = nodes, neighbors = edges
▶ Define a set of seedpoints for each class
▶ Start at any pixel
▶ Choose next pixel randomly — perceptually close with higher

probability
▶ Class probability = probability of reaching seedpoints of a

class
▶ No unary, only binary terms
▶ Simulation untractable
▶ Close solution exists
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Electrical analogy
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Electrical analogy (2)
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Edge weights

and similar as seen in the normalized cut article
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Continuous Dirichlet problem

given boundary (seed) values.

Minimizes
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Discrete formulation

It holds that AT CA = L
Constitutive matrix C - edge weights on the diagonal
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Discrete formulation (2)

Deriving wrt xu

9 / 21



Multiple labels
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Circuit analogy again
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Numerical calculation

▶ Matrices big (N × N) but sparse, N ∼ 104 − 108

▶ LU decomposition and similar too slow for big images.
▶ Iterative solution - conjugated gradients, L not stored.
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Example

13 / 21



Example (cont)

class probabilities
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Weak boundaries
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Weak boundaries (2)
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Medical examples
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Medical examples (2)

18 / 21



Other examples

19 / 21



3D example
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Conclusions

▶ supervised segmentation algorithm based on differences
▶ hints in the form of seeds/scribbles
▶ globally optimal (in the mathematical sense)
▶ only one parameter β

▶ robust
▶ Alternatives: GraphCuts, (fast) Levelsets, deep learning

(Unet)
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