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What is on today’s schedule?



Problem Introduction

Text Representation

LSTM

Attention

Transformer



What is the problem?



Politics

Sport

Fashion

Economics

Review



Positive

Negative



Stop

Repeat

What_is_yor_name

How_old_are_you

Tell_me_news



Set of Documents

D = {d1, d2, d3, … dn}

Set of classes

C = {c1, c2, c3,... cm}

Classifier

cj = f(di)



How to represent text?



String + Machine Learning = 😟



Vector + Machine Learning = 💗



Bag of Words



Bag of Words

+ Simple to create - Sparse

- Huge Dimension

- No order of words

- No meaning of words



Embeddings



Embeddings



Embeddings



Embeddings



Embeddings



Embeddings



Embeddings



Embeddings

GloVeWord2Vec

Sent2Vec



Embeddings

+ Low Dimension

+ Dense representation

+ Similar words has similar
meaning

- Some words has multiple 
meanings



How to classify?



Average

How

are

you

Fixed Dimension Classifier Q_Mood



Recurrence



Recurrence

How are you

LSTM LSTM LSTM

Classifier



Recurrence



Recurrence

Sport is my favorite topic



Recurrence

Sport is my favorite topic Sport



Is there any solution?



Attention

How are you

LSTM LSTM LSTM

120 20 60

Classifier

Softmax

0.6 0.1 0.3



Attention



We know basic now!





What is the problem?



What is the problem? ✔



What is the problem? ✔

How to represent text?



What is the problem? ✔

How to represent text? ✔



What is the problem? ✔

How to represent text? ✔

How to classify by LSTM?



What is the problem? ✔
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What is the problem? ✔

How to represent text? ✔

How to classify by LSTM? ✔

What is attention?



What is the problem? ✔

How to represent text? ✔

How to classify by LSTM? ✔

What is attention? ✔



Let’s got to



Transformers!



What is it?



Encoder - Decoder model with 

multi-headed self attention and 

residual connections using 

positional encoding



Transformer



Why is it important?



“NLP's ImageNet moment has arrived”



Transformer



Transformer



Transformer



Stacked Encoder - Decoder model 

with multi-headed self attention 

and residual connections using 

positional encoding



Transformer
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Transformer



Stacked Encoder - Decoder model 

with multi-headed self attention 

and residual connections using 

positional encoding



Transformer



Stacked Encoder - Decoder model 

with multi-headed self attention 

and residual connections using 

positional encoding 

and layer normalization



Transformer



References
The Illustrated Transformer, Jay Alammar, http://jalammar.github.io/illustrated-transformer/

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems. 2017.

Mikolov, Tomas, et al. "Efficient estimation of word representations in vector space." arXiv preprint arXiv:1301.3781 (2013).

Bojanowski, Piotr, et al. "Enriching word vectors with subword information." Transactions of the Association for Computational Linguistics 5 (2017): 135-146.

Pennington, Jeffrey, Richard Socher, and Christopher Manning. "Glove: Global vectors for word representation." Proceedings of the 2014 conference on empirical methods in natural 
language processing (EMNLP). 2014.

Gupta, Prakhar, Matteo Pagliardini, and Martin Jaggi. "Better Word Embeddings by Disentangling Contextual n-Gram Information." arXiv preprint arXiv:1904.05033 (2019).

Hochreiter, Sepp, and Jürgen Schmidhuber. "Long short-term memory." Neural computation 9.8 (1997): 1735-1780.

Luong, Minh-Thang, Hieu Pham, and Christopher D. Manning. "Effective approaches to attention-based neural machine translation." arXiv preprint arXiv:1508.04025 (2015).

Wang, Alex, et al. "Glue: A multi-task benchmark and analysis platform for natural language understanding." arXiv preprint arXiv:1804.07461 (2018).

NLP's ImageNet moment has arrived, Sebastian Ruder, https://thegradient.pub/nlp-imagenet/



Text Classification
Petr Marek


