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We have:
e State: S

e Action: A
e Transition model: T'(s,a,s’) = P(s,a,s’), we are in state s, make action a, and arrive in state s’
e Reward: r(s), (s, a),r(s,a,s") immediate reward/evaluation

e Policy: agent/robot behaviour strategy

e Episode: sequence of states with rewards

e Return/Utility sequence: Gy = >~ V¥Rt st




Policy Evaluation: How good is the strategy?
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Policy Evaluation: How good is the strategy?
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What do we need?

1. Evaluation of the state in the sequence:
A: State Value V(s)
B: Immediate reward r(s)
C: Return/Utility G
D: Policy 7
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Policy Evaluation: How good is the strategy?
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What do we need?

1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
A: State Value V(s)
B: Immediate reward r(s) <=
C: Return/Utility G
D: Policy 7



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03

2. Episode length::
A: Infinite
B: Finite
C: T'= 1000
D: T =4



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03

2. Episode length: We'll chose T' = 4
A: Infinite <=
B: Finite e
C: T = 1000 <~
D: T =4 N



Policy Evaluation: How good is the strategy?
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What do we need?

1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4

3. Discount factor: ~
Al
B: 5
C: 0.8
D: 0.1



Policy Evaluation: How good is the strategy?
E, O—@—>0—@ >o\>>\7%—> see 6x
E. O—@®—0—0—0O0+——>0 OQO—> +¢¢ 3

E; O—0O0—0—0 >O<\e >@—> °** 1Ix

What do we need?

1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4

3. Discount factor: 0 < v <1, we’ll chose v = 0.8

A: 1 p—
B: 5
C: 08 <=

D: 0.1 p—



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4

3. Discount factor: 0 < v <1, we’ll chose v = 0.8

4. Episode value calculation: return/utility G
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Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4

3. Discount factor: 0 < v <1, we’ll chose v = 0.8

n

4. Episode value calculation: return/utility G; = ZZ:O 'y
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Policy Evaluation: How good is the strategy?
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What do we need?

1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4

3. Discount factor: 0 < v <1, we’ll chose v = 0.8

n

4. Episode value calculation: return/utility G; = ZZ:O 'y
A: G(Ey) = 0.7
B: G(E)) = 0.65
C: G(E)) = 0.95
D: G(Ey) = 0.8



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) 0 @1 @-03

2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8

n

4. Episode value calculation: return/utility G; = ZZ:O 'y

e G(Ey) =0.65
A: G(E,) =07
B: G(E) =0.65=0.8-0+08-1+0.82-0+0.8(—0.3) +08 .0 <
C: G(E) = 0.95
D: G(E) = 0.8
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8

n

4. Episode value calculation: return/utility G; = ZZ:O 'y
o G(Ey) = 0.65



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8

n

4. Episode value calculation: return/utility G; = ZZ:O 'y
® G(El) = 065, G(EQ) = 0.272
Fy) = 0272 =08 (—0.3) + 0.8 .1 <«
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8

n

4. Episode value calculation: return/utility G; = ZZ:O 'y
L4 G(El) = 065, G(EQ) = (0.272



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8

4. Episode value calculation: return/utility G, = S0, y"r,
o G(Ey) = 0.65, G(Ey) = 0.272, G(E3) = 0.64

A: G(Bs) = —0.3

B: G(E3) = 0.7

C: G(Eg):064—082 | =
D: G(FE3) =



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8

4. Episode value calculation: return/utility G, = S0, y"r,
o G(Ey) = 0.65, G(Ey) = 0.272, G(E3) = 0.64

5. Calculation for the whole policy:
A 25;1 ZZ:O VT
B: Hf:1 ZZ:O V"'
C: Zf:l De ZZ:() V'
D: max p, ZZ:O vy,



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8

4. Episode value calculation: return/utility G, = S0, y"r,
o G(Ey) = 0.65, G(Ey) = 0.272, G(E3) = 0.64

5. Calculation for the whole policy: Zle De Zfzo Yy

A 25;1 ZZ:O VT

B: Hf:1 ZZ:O V'

C: 25:1 De Zgzo V'rn
D: max p, ZZ:O vy,



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8

4. Episode value calculation: return/utility G, = S0, y"r,
o G(Ey) = 0.65, G(Ey) = 0.272, G(E3) = 0.64

5. Calculation for the whole policy: 27 p. 320 4",
A: 0.535
B: 1.562
C: 1

D: 0.86



Policy Evaluation: How good is the strategy?
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What do we need?
1. Evaluation of the state in the sequence: Immediate reward, reward function r(s) Co0 @1 @-03
2. Episode length: We chose T' =4
3. Discount factor: 0 < v <1, we’ll chose v = 0.8
4. Episode value calculation: return/utility G; = ZZ:O 'y
e G(E) =0.65, G(E5) =0.272, G(E3) = 0.64

5. Calculation for the whole policy: Zle De ZZZO ~v'r, = 0.535
A: 0.535=0.6-0.65+0.3-0.272+0.1-0.64 —
B: 1.562
C:1
D: 0.86



