Where the hell am | and where
Is the stuff around me?

SLAM in SE(2) with (i) measurement models of 2D/3D marker detectors,
UWB, GPS/GNSS, odometry, and (ii) differential drive motion model

Karel Zimmermann



Problem definition

Complete states: xg, X1,...,Xs € R"” Algorithm: U1 = T(Z1.4, Uy:t)

Actions: uj,...,U; € R™ Rewards: ry = T(Xt_l, U, Xt) cR

Measurements: Z1,...,2¢t €R Criterion:  J, = E,.,{ Z Vird € R
T+ T

Goal: 7 = argmax J,

. (X,
Algorithm: Zp, 1,21, ... => estimate p(x:|Z1.¢, uy.¢) =>"decide following action u¢y1
perception (local, SLAM, object detection) control (planning, RL, opt.control

._*@ - .
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Localisation problem definition
Previous lecture only 1D/2D translations (no rotations)

States: X0, X1, ... X; € R" .... BD@E. robot’s poses (no map for now)
Actions: ug,...,u; € R™ .... generated by external source
Measurements: Z1,...,2Z4 € Rk .... comes from Variety of sensors
Unknown 1. Construct p(x|z)
. >x< _ —_— . .
MAP: x* = arg mSXp(X |z,u) = arg Q?ti-lﬁl...zt, @2 Optimize poses

Given this




Localisation problem definition
Today only 2D translations + 1D rotation

States: X0, X1, ... X; € R" .... BD@E. robot’s poses (no map for now)
Actions: ug,...,u; € R™ .... generated by external source
Measurements: Z1,...,2Z4 € Rk .... comes from Variety of sensors
Unknown 1. Construct p(x|z)
MAP: x* = arg mSXp(X |z,u) = arg gl.?;é-,@lmzt’ @2 Optimize poses
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Given this




World coordinate frame (wct)



Robot coordinate frame (rct)
.e. pose of robot In wct

World coordinate frame (wct)
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Robot coordinate frame (rct)
.e. pose of robot In wct

X World coordinate frame (wct)



Zy
Robot sees (measures) house inrct , — Z,
.e. pose of house In rct .

0

0, \= /4

)Z8E CEEEEEEEEEFEEPY . « NN\  _CEEPEPEPEPEE X¢
— Robot coordinate frame (rcf) x, = |V
.e. pose of robot in wcf 6,

X, X World coordinate frame (wcf)



Pose of house In wct:

Zy cosd, —sind, Of |2« X

2" = |2y | = [sin@, cosh, O] [z]| + |V

2y 0 0 1| |z 0y

292 L7 ’
z, Z
. Robot sees (measures) house inrct , — Z,
.e. pose of house In rcft .
0
0 \= n/4

)Vl RN R\ A | At
— Robot coordinate frame (rcf) x, = |V
.e. pose of robot in wcf 6,

World coordinate frame (wcf)



Pose of house In wcf:

r

cos @, —sin@ L1 Xy

= |sin@” cosd, O| A& | + |

) 0 1] |2 0,

cosn/4~sinn/4 0 2 3
sint7 4 cosn/40l1]+l3]
1| Lz/4 /4




Pose of house In wct:

Zy cosd, —sin6, 0| | Xt
Zy | = |sin 0, cosf O Zy | + |
29 0 0 1] |z 0,
cosn/4 —smn/4 0O 2 3
= |simnz/4 cosxn/4 O 1 |+ 3
0 0 1 /4 /4
1/A/2 + 3 37

3/4/2+3| ® 5;
/2 il




Pose of the house transformed from rcf to wct:

r

Z) cosf —sinf, 0| |% X; R©O) ©
N ) 0 0" 1
<0 0 0 | <0 J

Pose of the house transformed from wct to rcf:

T
7" — [R(et) O] (ZW . Xt) — T_l(ZW, Xt) — Wzr(ZW, Xt)
0" 1

r2zw(z r, x):
z w = torch.zeros(3)
R = torch.vstack((torch.hstack((torch.cos(x[2])

= R @ z r[0:2] + x[0:2]
= z r[2] + x[2]
Z W

-torch.sin(x[2])))

Z w[O:2]
Z W[2]

w2r(z w, X):
z r = torch.zeros(3)
R = torch.vstack((torch.hstack((torch.cos(x[2])

z r[0:2] R.t() @ (z w[0:2] - x[0:2])
z_ r[l] _w[Z2] = xX[2]

-torch.sin(x[2])))

Z_



Localization of robot in wct from known position of the house

Known marker pose in wct m =




Localization of robot in wct from known position of the house

mx
Known marker pose in wct m= |7,
Mg
Ay
Unknown robot pose in wct x, = | Vi
et

?

u Lidar

\
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Velodyne




Localization of robot in wct from known position of the house [,
Known marker pose in wct m = 'my

My

X

""" Unknown robot pose in wcf X, = [yt

Is this pose X, correct? O,

2

Robot measures the house inrct 2= |%

What is the correct pose of robot? Zg
Robot Is equipped by exteroceptive sensor:

? RGBD camera
|

RGB camera u Lidar

Velodgne




Localization of robot in wct from known position of the house

mx
Known marker pose in wct m = |7,
My
Ay
Unknown robot pose in wcf X, = |
Is this pose X, correct? O,
Z

Robot measures the house inrct 2= |%
What is the correct pose of robot? 29

Correct pose is the one that aligns {a¢ with ¢
but they are in different coordinate frames!

Which coordinate frame should | use
to measure their distance?



Localization of robot in wct from known position of the house

mx
Known marker pose in wct m = |7,
My
Ay
Unknown robot pose in wcf X, = |
Is this pose X, correct? O,
Z

Robot measures the house inrct 2= |%
What is the correct pose of robot? 29

Correct pose is the one that aligns {a¢ with ¢
but they are in different coordinate frames!

Marker pose in rcf m’ = w2r(m, X,)

x* = arg min ||m” — z||* = arg min ||w2r(m, x,) — z||°

X; X;




Localization of robot in wct from known position of the house

mx
Known marker pose in wct m= |7,
Mg

Unknown robot pose in wcf X, = |Vi

V) Is this pose X, correct? O,
! r
ZX

Robot measures the house inrct 2= |%
What is the correct pose of robot? 29

Correct pose is the one that aligns {a¢ with ¢
but they are in different coordinate frames!

Marker pose in rcf m’ = w2r(m, X,)

x* = arg min ||m” — z||°

Xy . Xy )
X, X = arg min ||r2w(z, X,) — m||
Xf

arg min ||w2r(m, x,) — z||*



Localization of robot in wct from known position of the house

We completely ignored measurement inaccuracy
Given measurements z in rcf are normally distrib.

p(z|x,) = N(z; w2r(m,Xx,), 2) Dimensionality?
ml’

Correct pose maximize prob of fat in

X = arg max 4 (z; w2r(m,Xx,), 2)

[

arg min ||w2r(m, X,) — ZH%

‘9:) # arg min ||[r2w(z, X,) — mH% ... Why ??7

Ra
X



alization of robot in wct from known position of the house

We completely ignored measurement inaccuracy
Given m” measurements will be normally distrib.

p(z|x,) = N (z; w2r(m,X,), 2)
ml"

Correct pose maximize prob of fat in

x* = arg max 4/ (z; w2r(m,Xx,), X)
= arg min ||w2r(m, X,) — ZH%
Xt

# arg min ||r2w(z,x,) —m||z ... why ?22?

E ) [l/c 0 O ]
Especially it: 2=—-1 0 1/c O
c 0 0 1/c
Then: x* =argminc - |w2r(m,x) —z||* rcf

= argminc - ||[r2w(z,x,) — m||* Wcf
Xf



Localization of robot in wct from known odometry

Odometry represented by linear+angular velocity
At Xt+1

Robot poses in wcf: X, = || x4, = [V
0, Ort1




Localization of robot in wct from known odometry

Odometry represented by linear+angular velocity
At Xt+1

Robot poses in wcf: X, = || x4, = [V
0, Ort1

Robot measures velocity in X-rcf: z” =

Cgl < ‘<N—< RN<




Localization of robot in wct from known odometry

Odometry represented by linear+angular velocity

At Xi+1

Robot poses in wef: X, = |Vi| X, = |V
0 011

%

Robot measures velocity in X-rct: z¥ = | z;
2

A\

Next pose X, ; In X,-rct: z" = w2r(X,, 1, X,)
(9:) What is the correct pose of robot?



Localization of robot in wct from known odometry

Odometry represented by linear+angular velocity

At Xi+1

Robot poses in wef: X, = |Vi| X, = |V
0 011

Zy

Robot measures velocity in X-rct: z¥ = | z;
Z

A\

Next pose X, ; In X,-rct: z" = w2r(X,, 1, X,)

What is the correct pose of robot?

Find the correct poses

*

X/, X% | = argmax (2" w2r(X,,;,X,), Z")

XpXitr1

= arg min ||wW2r(X,,,X,) — Z"H%v
XX




Localization of robot in wct from known odometry

Odometry represented by linear+angular velocity

At Xi+1

Robot poses in wef: X, = |Vi| X, = |V
0, 041

Z

Robot measures velocity in X-rct: z¥ = |z}
20

A\

Next pose X, ; In X,-rct: z" = w2r(X,,,X,)

What is the correct pose of robot?

Find the correct poses

*

X/, X% | = argmax (2" w2r(X,,;,X,), Z")

XpXir1

= arg min |[W2r(X,, ;,X,) — ZVH%V
XX



f Localization S
¥ 3D marker detector (RGBD camera) -J/W\r g

x* = arg min Z szr(mia X,) — Z;niuz -+ HWZI‘(XZ, Xl) — Z?gamuz
1,1

Odometry (IMU)

- ® x, ...robot poses
5 - ® m ... known marker positions

m;

Z,'... marker measurements
6-

...... local coordinate frame
4..

...... odometry
N M D Iw2r(m,x) — 2™ | marker loss

1,

dom)|2

0 | | | MV lTw2r(x,, x,) — 295"~ ... odom loss




Localization of robot in wct from known marker pose, odometry and GPS

GPS odometry marker

X" = arg max H p(Z”|x,) H p(z; X, X,_) - H p(z;" | x,, m)

X0 -

= arg max H N (285, X,, TE) - H N (2" W2r(X,,,X,), ZV) - H N (@™, w2r(m,Xx,), ")

X0 -

= arg mm Z |x, — zgpSHngs + 2 |W2r(x,, |, X,) — z}’H%}, + Z |w2r(m, x,) — z””H%y,

X0 -

m!.. mj

L ocalization => SLAM



| ocalization &

r S
Ay -'>"~%1:‘ <4
? 3D marker detector (RGBD camera) + g

Odometry (IMU)

X* = arg min Z |w2r(m,, X,) — z;nin + ||W2r(x,, X;) — z?g‘)mﬂz
X .

o]

10

® x, ... robot poses

® m. ... known marker positions
m.

Z, ... marker measurements

...... local coordinate frame

...... odometry
112
M D lIw2rm,.x) — 2™? | marker loss
1,1

JW\,— |W2r(X,, X;) — z?‘ziomuz ... odom loss

0 2 - o 8 10



Odometry (IMU)

| ocalization




? 3D marker detector (RGBD camera) + Odometry (IMU)

Nothing provides absolute rotation+transl => Global ptimum Is 3D subspace
How can | resolve the ambiguity?
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2 The tour through
the rotational subspace
, __of global optima

0 2 - 6 8 10







Factorgraph

.“odometry s 73D marker(s) .
= arg mlniz X, — zgpsuzgps Py

*
XO’

gn® En,
[ ]

4
2

R
Xt

i Z [w2r(x,,,. %) = 2113, ; £ Z lw2r(ny, x,) — z|2
1 e unary ... palir-wise

by a®
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What is state dimensionality”
s it linear LS problem?

P
o) p( 2G S|X2) — HX2 o ngsuggps
>8PS




Straightforward extensions

GPS odometry 3D marker(s)
= arg min Z Ix, — 2130+ Z Iwar(x,, . x) =213, + ) [w2r(n, x) —zl,,
X0>-
I J 1]
e Oriors loop-closures

_I_ Z ”X — XPI"ZO”'HZprlOr —l— Z ”WZI'(XO, XT)HZZC



Straightforward extensions

GPS odometry 3D marker(s)
= arg mm Z X, — zgpSHngs + Z |W2r(X,, 1, X,) — ZVHZV + Z |w2r(nv/, x,) — szm]
X0
m! mJ 1]
Oriors loop-closures
_I_ Z ”X — XprlOrHZprwl” —l— Z ”WZI'(XO, XT)HZZC
motion model UWB 2D marker(s)
+ 007 + 007 + 077

e.g. camera detections



Differential drive model

v
Yl = |y +VALsInG,_| | = g( Yi-11, [a)t] )
Hl‘ Ht—l + Ata)t et—l




Differential drive model

v
Yl = |y +VALsInG,_| | = g( Yi-11, [a)t] )
Ht Ht—l + Ata)t et—l




Example: GPS + motion model
Turtlebot transition probability:

Lt _xt—l -?J - Lt—-1 ’UtAt COS Ht—l_
p( Yt Yt—1 | wt ) — N(Xt§ Yi—1 + v Atsind,_q |, Rt)
_6)75_ _Qt—l_ N t', Ht—l -+ tht ]
—— —— 4 —_——
Xt Xt—1 t g(ug,x¢—1)

GPS measurement probability:

A Te - 1 |z
2y 1 0 O
p( Z% ‘ Yt ) — N(ZSPS; 0 1 0 Yt 9 SPS)
il g : 116
N——" t_ R’
ZSPS V %/_/

Xt h(Xt)



10

= arg m
X, -

Example: GPS + motion model

: 9) 2
in Y l% =213 + D leCxpu) — x5,
X

[ [

® x, ... robot poses

X ¥ .. gps measurements

| SR local coordinate frame

- X =g(X_,U) ...... motion model
112 — [4‘\/5, O]T
JW\/‘ HXt _ Z}gpSH%fps ................... gps loss

M\ lle(x,_y, 1) — xt\@? ...motion model loss




Example: GPS + motion model

X, xX,_1+VvAtcosO,_, X,

v
Y| = |y + VAISInG,_| | = g( Yi-11, [wt])
Ht Ht—l + a)tAt ) _Hl‘—l_




10

u, = [4y/2, n/4]"

Example: GPS + motion model

Move then turn

X xX,_1+ VvAtcos,_,

=
|

Ht Ht—l + C(JtAt

Turn then move
X, x,_1 + v,Atcos(0,_; + w,Af)
y,_1 + VArsin(0,_; + w,Af)
O 0,_, + w,At

=
|

: \ %
i+ varsing, | = g |y H)



10

U2 — [4\/5, 7[/4]T

Example: GPS + motion model

Move then turn

X, xX,_1+v,Atcos0,_, X,

v
Vil = |y, +VAIsSInG,_| | = g( V-1, [wt] )
Ht Ht—l + C()tAt et—l t

How do | get the best of both worlds?
Turn then move
X, x,_1 +Vv,Atcos(0,_, + w,Af) X,
V| = |y +v,Arsin@,_, + @,Af) | = g( Vit ||
0, 0,_ + w,Af 0,_



u, = [44/2, 7/4]" Example: GPS + motion model

Turn then move

\.W X, x,_1 +v,Atcos(0,_; + w,Af) X,_1 )
‘ / Ye| = | y,_; + VAtsin(@,_, + w,Af) | = g( Yi-11, [a)t])

W\/\/\/\/\/\/\M -._/__, 0, 0,_ + w,Af 0_1 t

How do | get the best of both worlds?

Halt-turn, then move, then half-turn

X, x,_1+VvAtcos(0,_, + w,At/2) X,

.
Vil = |y, +vArsIn(0,_; + w,Afl2) | = g( V-1, [a)t] )
Ht Ht—l -+ G)tAt Ht—l t

Is there even better way to do it?




Differential drive model

AN/ ‘
Ay

Ty = Ti_1 T /?Jt COS(Ht_l R wtt)dt

<
I

----1-- Il I = = Hl .

N

| S —
0 6(t)

‘Sin(é’t_l -+ wtt) 1At
Wt 10

= T¢—1 + V¢

= 21+ — (4 sin(6—1 +wAt) - sin(f;1))
t

v
\yt = Y1 - wt (— cos(Br—1 + wiAt) + cos(6;—1))
t

915 — 675_1 -+ WAL

Do you see any disadvantage of the model?



10

U2 — [4\/5, 7[/4]T

Example: GPS + motion model

Half-turn, then move, then half-turn

X, x,_ +VvAtcos(0,_ + w,At/2) X,
.
Ye| = | y,_; + v Atsin(0,_, + w,At/2) g( V-1, [wt] )
Hl‘ Qt_l + a)tAt Ht—l t
Analytical integration
X, X,_1 +v/o(sm0,_; + w,Af) —sind,_,)

=
|

y,_1 +vi/w,(—cos(0,_, + w,Af) + cos0,_,)
Ht Ht—l + a)tAt



10

The difference is quite small for small angular velocity

U2 — [4\/5, 7[/4]T




10

The difference is quite small for small angular velocity

u, = [4\/5, /41! u, = [4\/5, m/2]"




10

The difference is quite small for small angular velocity

u, = [4v/2, 7/4]" u, = [4v/2, 7/2]" u, = [4v/2, 7]

10



Where do | get control command?

Standard control ROS topic /emd_vel
/cmd_vel= ’'{linear: {x: 1.0, y: 0.0, z: 0.0}, angular: {x: 0.0,y: 0.0,z:

Differential drive p\atforms:)

u; = [ Linear velocity v , Angular velocity w |

Control commands often replaced by wheel velocities

. V] + Uy Ly V] — Uy
2 L

What if | bounce into obstacle?

Are there any more sophisticated models that take the terrain in account?

0}




SLAM - our approach

terrain model predictions from RGBD

Terrain shape and its physical properties

vphysics
model

vphysics

GNSS (abs. pose)

GNSS (abs. pose)



l0ss = 26.205

Terrain friction coefficient
0.500 0.571 0.643 0.714 0.786 0.857 0.929 1.00




Google’'s BRAX - differentiable physics engine
https://github.com/google/brax

Brax simulates these environments at millions of physics steps per second on TPU

®*BRAX


https://github.com/google/brax

NVIDIA WARP - differentiable physics engine
https://developer.nvidia.com/warp-python

Cloth simulation Particle-based simulation


https://developer.nvidia.com/warp-python

Straightforward extensions

GPS odometry 3D marker(s)
= arg min Z Ix, — 220+ Z Iwar(x,, . x) -2’12, + ) [lw2r(’ x) —zl,,
o Oriors loop-closures Y
+ Z 1%, = XN+ 2 [w2r(xg, xp)|13,
motion model UWB 2D marker(s)
+ ) e ) = x5+ 7?7 ¥ 777

e.g. camera detections



Straightforward extensions

GPS odometry 3D marker(s)
= arg min Z Ix, — 220+ Z Iwar(x,, . x) -2’12, + ) [lw2r(’ x) —zl,,
o Oriors loop-closures Y
+ Z 1%, = XN+ 2 [w2r(xg, xp)|13,
motion model UWB 2D marker(s)
+ ) g u) = x5+ 227 ¥ 777

e.g. camera detections



UWB

® UWBZ 2
x* =argmin ) [[[Ix, — my|| — 2",
X, ) t

l

® x, ... robot poses

® m ... known marker positions

O z"? UWB measurements (distance)

MW\ ... UWB loss




10

UWB

° UWB'
X* = arg min E [x, — my|| — z, ’\@UWB,-
A

Xy

>INt measurement

,/

Is It enough

—

i 0

’//

8 - ///

vl

4 - \

2_

to have only 2 beacons?

COBIZENT mMeasurements

<
N\,

TN

N

What witt be the tandscape of°the criterion functien?

10
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8

6

4

What will be the landscape of the criterion function?

% _7('_\ 1N
| | \ \
) \

| }
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8

6

4

What will be the landscape of the criterion function?

“/_7(’—\ N
| / , ‘
4 \
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N
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What will be the landscape of the.criterion funqtip;n?

£ 5

1 _ 1 L 4

\ N\ im A

§ / .\\ N }',4- 1
® 0

L “%"\K”\ [ 3
o | L 0

NC \ = | 10
N \4)4/ O (@ |
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Saddle points

//
oD
O
+
2




x> —argmm ZHHX —m|| —z

1,1

UWB SLAM

UWBH2

S UWB;

What is the dimensionality of zero-loss subspace?
“8-dim space” - “3 DOF from measurements” = “5-dim”

10

8 1

6..

=

A\

' u)

ﬁ?K ) S

10

10

8

6..

%
| W
/

<X}




Straightforward extensions

GPS odometry 3D marker(s)
= arg mln Z |x, — ngstgps + Z |W2r(x,, 1, X,) — ZVHZV + Z |w2r(m/, x X,) — zHEmJ
X0>-
I J 1]
met Oriors loop-closures

+ Z 1%, = XN+ Z | w2r(xq, xp) 12,

motion model UWB

UWB; |2
b e = xlE + I = myll =z P,
[

1,1
2D marker(s)
7°0°?

e.g. camera detections



Localization from camera

2D marker detector (RGB camera) ™ Odometry (IMU)

* = arg min Z [w2cam(m,, x,) — 2| + HW2r(X2, X,) — z9%0m||2

f :
10 1,1

® x, ...robot poses
® m, ...known marker positions

® z%..marker measurements

112
M\ D lIw2r(m, x) — 2> | marker loss
1,

M\~ [ W2r(x,, X;) — z9%m||2 ... odom loss

t‘.; camera coordinate frame + img. plane

=P odometry

10
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SLAM from camera (bundle adjustment)

2D marker detector (RGB camera) ™ Odometry (IMU)

* = arg min Z [w2cam(m,, x,) — 2% + ||w2r(x,, X;) — Z757"||*

® x, ...robot poses
® m, ...known marker positions

® z%..marker measurements

112
M\ D lIw2r(m, x) — 2> | marker loss
1,

M\~ [ W2r(x,, X;) — z9%m||2 ... odom loss

t‘.; camera coordinate frame + img. plane

=P odometry

10



Straightforward extensions

GPS odometry 3D marker(s)
= arg min Z Ix, — 2130+ Z Iwar(x,, . x) =213, + ) [w2r(n, x) —zl,,
X0>-
I J 1]
e Oriors loop-closures

_I_ Z ”X — XPI"ZO”'HZprlOr —l— Z ”WZI'(XO, XT)HZZC

motion model UWB

UWB,|(2
v 2 ”g(Xf—l’ut) o Xt”%f T Z HHXt — mz” — Z, ”EtUWBi
[

1,1

2D marker(s)
+ Z [w2cam(m,, x,) — z"||*

1,1

e.g. camera detections



Problems for students

R©®) 0

R@©O)" 0
Show that: 7" =
0" 1

0" 1

zZ'+x, => Zr=[

] (z" —x)

When does it matter, in which coordinate frame (rcf/wct) the residual is measured?

Does the (non)-linear measurement and/or motion function always imply
(non)-convex criterium®?

Given problem with measurement and motion function with gaussian noise:

o Derive maximum likelihood estimate
Draw corresponding factorgraph
Write down criterion function
Discuss its non-convexity

O O O



