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Overview

• Used to quickly         count points in an 
arbitrary region

• A query range is any subset of the plane 
that can be approximated by a simple 
polygon

• Part of the family of geometric range 
searching algorithms, specifically, it is called 
a simplex range search (you will see why)

Section 16.1
PARTITION TREES

not depend on r or n. It turns out that this constant has an influence on the
exponent of n in the query time. To decrease this influence, we need to make r
large enough, and then, as we will see, we can get a query time close to O(

√
n).

Lemma 16.3 Let S be a set of n points in the plane. For any ε > 0, there is a
partition tree for S such that for a query half-plane h we can select O(n1/2+ε)
nodes from the tree with the property that the subset of points from S in h is the
disjoint union of the canonical subsets of the selected nodes. The selection of
these nodes takes O(n1/2+ε) time. As a consequence, half-plane range counting
queries can be answered in O(n1/2+ε) time.

Proof. Let ε > 0 be given. According to Theorem 16.1 there is a constant c
such that for any parameter r we can construct a simplicial partition of size r
with crossing number at most c

√
r. We base the partition tree on simplicial

partitions of size r := "2(c
√

2)1/ε#. Let Q(n) denote the maximum query time
for any query in a tree for a set of n points. Let h be a query half-plane, and let
nν denote the cardinality of the canonical subset S(ν). Then Q(n) satisfies the
following recurrence:

Q(n) !
{

1 if n = 1,
r +∑ν∈C(h) Q(nν) if n > 1,

where we sum over the set C(h) of all children ν of the root such that the
boundary of h crosses t(ν). Because the simplicial partition underlying the data
structure has crossing number c

√
r, we know that the number of nodes in the

set C(h) is at most c
√

r. We also know that nν ! 2n/r for each ν , because the
simplicial partition is fine. Using these two facts one can show that with our
choice of r the recurrence for Q(n) solves to O(n1/2+ε).

You may be a bit disappointed by the query time: the query time of most
geometric data structures we have seen up to now is O(logn) or a polynomial in
logn, whereas the query time for the partition tree is around O(

√
n). Apparently

this is the price we have to pay if we want to solve truly 2-dimensional query
problems, such as half-plane range counting. Is it impossible to answer such
queries in logarithmic time? No: later in this chapter we shall design a data
structure for half-plane range queries with logarithmic query time. But the
improvement in query time will not come for free, as that data structure will
need quadratic storage.

It is helpful to compare the approach we have taken here with the range trees
from Chapter 5 and the segment trees from Chapter 10. In these data structures,
we would like to return information about a subset of a given set of geometric
objects (points in range trees and partition trees, intervals in segment trees), or
to report the subset itself. If we could precompute the requested information
for every possible subset that can appear in a query, queries could be answered
very fast. However, the number of possible different answers often prohibits
such an approach. Instead, we identified what we have called canonical subsets,
and we precomputed the required information for these subsets only. A query is 341
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Application

16 Simplex Range Searching
Windowing Revisited

In Chapter 2 we saw that geographic information systems often store a map in a
number of separate layers. Each layer represents a theme from the map, that is,
a specific type of feature such as roads or cities. Distinguishing layers makes it
easy for the user to concentrate her attention on a specific feature. Sometimes
one is not interested in all the features of a given type, but only in the ones lying
inside a certain region. Chapter 10 contains an example of this: from a road
map of the whole of the U.S.A. we wanted to select the part lying inside a much
smaller region. There the query region, or window, was rectangular, but it is
easy to imagine situations where the region has a different shape. Suppose that

affected area

Figure 16.1
Population density of the Netherlands

we have a map layer whose theme is population density. The density is shown
on the map by plotting a point for every 5,000 people, say. An example of such
a map is given in Figure 16.1. If we want to estimate the impact of building, say,
a new airport at a given location, it is useful to know how many people live in
the affected area. In geometric terms we have a set of points in the plane and
we want to count the points lying inside a query region (for instance, the region
within which the noise of planes exceeds a certain level).

In Chapter 5, where we studied database queries, we developed a data 335

non-orthogonal query

Query range defined by
wind patterns results in a
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Simplifying the query
• Query regions can be 

arbitrarily large and 
complex 

• Replace representation 
of polygon by a union of 
disjoint closed simplexes 
(triangles in 2D)

• Range search on query 
region is sum of range 
searches on triangles

Thursday, December 6, 12



Counting triangles

• Need to find how many 
triangles are in the 
interior of a simplex

• Create three sets 
corresponding to the 
three half planes, each 
containing the triangles 
which are subsets of the 
corresponding half-plane
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Searching Half Spaces

• Reduced complexity of our 2D range 
search from counting in simple polygons to 
counting in half-planes

• How can we quickly count points in half-
spaces?

• Counting quickly in half-spaces is the 
motivation for partition trees
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1-dimension
• Used a balanced binary 

search tree

• Child of root is two half-
lines

• each node contains key-
value pair 
(coordinate,count)

• At each level, must recurse 
on at most one subtree

• results in logarithmic 
query time

Section 16.1
PARTITION TREES

recursively visited subtree

Figure 16.2
Answering a half-line query with a
binary tree

To generalize this to two dimensions we could try to partition the plane
into two regions, such that for any query half-plane there is one region that
is either completely contained in the half-plane or completely disjoint from
it. Unfortunately, such a partitioning does not exist, so we need a further
generalization: instead of partitioning into two regions, we must partition into
more regions. The partitioning should be such that for any query half-plane we
have to search recursively in only few of the regions.

We now give a formal definition of the type of partitioning we need. A sim-
plicial partition for a set S of n points in the plane is a collection Ψ(S) :=
{(S1, t1), . . . ,(Sr, tr)}, where the Si’s are disjoint subsets of S whose union is S,
and ti is a triangle containing Si. The subsets Si are called classes. We do not
require the triangles to be disjoint, so a point of S may lie in more than one
triangle. Still, such a point is a member of only one class. We call r, the number
of triangles, the size of Ψ(S). Figure 16.3 gives an example of a simplicial
partition of size five; different shades of grey are used to indicate the different
classes. We say that a line ! crosses a triangle ti if ! intersects the interior

! Figure 16.3
A fine simplicial partition

of ti. When the point set S is not in general position we sometimes need to
use (relatively open) segments as well as triangles in the simplicial partition.
A line is defined to cross a segment when it intersects its relative interior but
does not contain it. The crossing number of a line ! with respect to Ψ(S) is
the number of triangles of Ψ(S) crossed by !. Thus the crossing number of the
line ! in Figure 16.3 is two. The crossing number of Ψ(S) is the maximum
crossing number over all possible lines !. In Figure 16.3 you can find lines 337

x: coordinate

N: half-line count

query
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2-dimensions

• Not as easily partitioned 
as the line

• If root is entire plane, 
what do children 
represent?

• Second degree of 
freedom makes a 
partitioning scheme non-
obvious

Generalizing to 2 Dimensions

Any ideas?
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Simplical-partition
• Divide and conquer

• Partition point set with 
simplexes

• Simplexes can overlap in 
space, but each point can 
only be a member of 
one class

• Recursively partition 
simplexes

Generalizing to 2 Dimensions

Any ideas?

recurse

Generalizing to 2 Dimensions

Any ideas?
Generalizing to 2 Dimensions

Any ideas?

Generalizing to 2 Dimensions

Any ideas?
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Half-plane counting
• Add points of triangles 

that are subsets of the 
half-plane

• If half plane crosses 
triangle, recurse into 
triangle and repeat test

• Recurse until all triangles 
lie on either side of half-
plane or contain exactly 
one point

Generalizing to 2 Dimensions

Any ideas?
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Partition Tree
Generalizing to 2 Dimensions

Any ideas?

Definition:  (S) = {(S
1

, t
1

), (S
2

, t
2

), . . . , (Sr, tr)} is a
simplicial partition (of size r) for S if
– S is partitioned by S

1

, . . . , Sr and
– for 1  i  r, ti is a triangle and Si ⇢ ti.

classes of S

• Ternary tree where the number of children of any vertex corresponds to the 
number of simplexes needed to partition point set

• During query, subtrees are traversed if intersected by half plane.  If m simplexes 
are intersected, m subtrees are traversed

• Each vertex of trees stores the simplex vertices and the number of interior 
points.
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Range Query Example
Example
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h

S: simplex

N: simplex count
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Range Query
Query Algorithm

SelectInHalfplane(half-plane h, partition tree T )
N  ; { set of selected nodes }
if T = {µ} then

if point stored at µ lies in h then
N  {µ}

else
for each child ⌫ of the root of T do

if t(v) ⇢ h then
N  N [ {⌫}

else
if t(⌫) \ h 6= ; then

N  N [ SelectInHalfplane(h, T⌫)

return N
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Simplex counting
• We conduct a half plane 

range query

• As we traverse the 
partition tree, we mark 
those vertices that are 
not in the half-plane

• On the second and third 
range search, we ignore 
previously marked 
vertices when counting

1

2

3
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Region range search

• The sum the counts of 
all triangles is the region 
range search

3

3

5
7

2 5

22
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Complexity

, whereas the query time for the partition tree is around O(
√

n). Apparently
2-dimensional query

Lemma 16.2
O(n) storage.

Lemma 16.2
O(n) storage.

Half-Plane 
Query Space Construction
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Review

• Need to query on complex 2D regions, but that is 
hard

• Transform problem to sequence half-plane 
searches

• Bisecting half-spaces works in 1D, but does not 
generalize

• Need concept of recursive simplical partition to 
divide higher dimensional space

• Need of for fast half-plane searching on simplical 
partition motivates partition tree data structure
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Complexity problem?

• Number of half-plane crossings is 
determined by the range query; query 
complexity is listed as         .  Why isn’t this 
algorithm output sensitive life Jarvis? 

, whereas the query time for the partition tree is around O(
√

n). Apparently
2-dimensional query
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Fine simplical partitions

Generalizing to 2 Dimensions

Any ideas?

Definition:  (S) = {(S
1

, t
1

), (S
2

, t
2

), . . . , (Sr, tr)} is a
simplicial partition (of size r) for S if

 (S) is fine if |Si|  2|S|/r for every 1  i  r.

– S is partitioned by S
1

, . . . , Sr and
– for 1  i  r, ti is a triangle and Si ⇢ ti.

Generalizing to 2 Dimensions

Any ideas?

fine simplical partition
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2
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Crossing Numbers

Generalizing to 2 Dimensions

Any ideas?

Definition: The crossing number of ` (w.r.t.  (S)) is the
number of triangles t

1

, . . . , tr intersected by `.

The crossing number of  (S) is the maximum
crossing number over all possible lines.

Generalizing to 2 Dimensions

Any ideas?

Generalizing to 2 Dimensions

Any ideas?

Definition: The crossing number of ` (w.r.t.  (S)) is the
number of triangles t

1
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1

), (S
2

, t
2
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– S is partitioned by S

1

, . . . , Sr and
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Fine simplical 
construction

Generalizing to 2 Dimensions

Any ideas?

Theorem: For any set S of n pts and any 1  r  n, a fine
simplicial partition of size r and crossing number
O(
p

r) exists.

For any " > 0, such a partition can be built in
O(n1+") time.
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Query complexity 
guarantees

Analysis of the Partition Tree

Lemma: A partition tree for S uses O(n) storage.

Lemma: For any " > 0, there is a partition tree T for S s.t.:

Let S be a set of n points in the plane.

for a query half-plane h, SelectInHalfplane
selects in O(n1/2+") time
a set N of O(n1/2+") nodes of T
with the property that h \ S =

S
⌫2N S(⌫).

Corollary: Half-plane range counting queries can be answered
in O(n1/2+") time.

Analysis of the Partition Tree

Lemma: A partition tree for S uses O(n) storage.

Lemma: For any " > 0, there is a partition tree T for S s.t.:

Let S be a set of n points in the plane.

for a query half-plane h, SelectInHalfplane
selects in O(n1/2+") time
a set N of O(n1/2+") nodes of T
with the property that h \ S =

S
⌫2N S(⌫).

Corollary: Half-plane range counting queries can be answered
in O(n1/2+") time.
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Partition Tree 
construction

• Construct a fine simplical partition

• Add r vertices to partition tree with key-
value pair (simplex, simplex count)

• Recurse on                 and grow partition 
tree as in step 2

Generalizing to 2 Dimensions

Any ideas?

Definition:  (S) = {(S
1

, t
1

), (S
2

, t
2

), . . . , (Sr, tr)} is a
simplicial partition (of size r) for S if
– S is partitioned by S

1

, . . . , Sr and
– for 1  i  r, ti is a triangle and Si ⇢ ti.

classes of S

Generalizing to 2 Dimensions

Any ideas?

Definition:  (S) = {(S
1

, t
1

), (S
2

, t
2

), . . . , (Sr, tr)} is a
simplicial partition (of size r) for S if
– S is partitioned by S

1

, . . . , Sr and
– for 1  i  r, ti is a triangle and Si ⇢ ti.
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Fine simplical 
construction

• A topic for another presenter. I punt :)

• Two algorithms to construct fine-simplical 
construction: randomized and deterministic

• Second algorithm results directly from a 
inductive proof for the complexity bound 
of constructing an epsilon-cutting (see 
Matousek)

• Efficient partition trees formalized in mid 
90s
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[20] Matoušek, J. Range searching with efficient hierarchical cuttings, Disc. Comput.

Geom. 10 (1993), 157–182.
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[17] Matoušek, J. Construction of ε-nets, Disc. Comput. Geom. 5 (1990), 427–448.
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Cuttings 1-9

with a distinct child vi of the root. To each vi corresponds a convex open set Ri, called the
region of vi, that contains Pi. The regions Ri are not necessarily disjoint. If |Pi| > 1, the
subtree rooted at vi is defined recursively with respect to Pi.

Armed with a partition tree, it is a simple matter to handle range search queries. In
preprocessing, at each node we store the sum of the weights of the points associated with
the corresponding region. To answer a query σ, we visit all the children vi of the root and
check whether σ intersects the region Ri of vi: (i) if the answer is yes, but σ does not
completely enclose the region Ri of vi, then we visit vi and recurse; (ii) if the answer is yes,
but σ completely encloses Ri, we add to our current weight count the sum of the weights
within Pi, which happens to be stored at vi; (iii) if the answer is no, then we do not recurse
at vi.

It is straightforward to see that Lemma 1.4 can be used to construct partition trees.
It remains for us to choose the branching factor. If we choose a large enough constant
r, we end up with a partition tree that lets us answer simplex range search queries in
O(n1−1/d+ε) time for any fixed ε > 0, using only O(n) storage. A more complex argument
by Matoušek [19] removes the ε term from the exponent.

With superlinear storage, various space-time tradeoffs can be achieved. For example, as
shown by Chazelle, Sharir, and Welzl [9], simplex range searching with respect to n points
in Rd can be done in O(n1+ε/m1/d) query time, using a data structure of size m, for any
n ≤ m ≤ nd. Matoušek [20] slightly improved the query time to O(n(log m/n)d+1/m1/d), for
m/n large enough. These bounds are essentially optimal under highly general computational
models [6].
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Some images adapted from: Alexander Wolf’s presentation for Geometric algorithms:
http://www.win.tue.nl/~awolff/teaching/2009/2IL55/pdf/v16.pdf
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Questions

• ?
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