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1 Introduction

The goal of this exercise is to extend the perceptron learning algorithm to
nonlinear classifier, i.e. classifier with nonlinear discriminative function. We
will demonstrate it on learning a quadratic discriminative function in a two-
dimensional feature space.

2 Lifting the Feature Space

The perceptron algorithm optimises parameters of a linear classifier, so that
the classifier has zero error on given training data {(Z1,y1),..., (Zm,Ym)}-
The linear classifier decides based on the sign of linear discriminative function
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where vector w € R™ and scalar b € R are parameters and # € R" is a feature
vector of the object to be classified. Note that the discriminative function (1)
is linear in both parameters (w,b) as well as in the feature vector Z. By
nonlinear classifier we mean nonlinear with respect to the feature vector .
For optimising the parameters of nonlinear classifier by perceptron, we will
use lifting of feature space. The idea of lifting is as follows: (i) project training
samples from input feature space X C R" into new (lifted) space Z C R¥,
where nonlinear functions project as linear; (ii) use perceptron algorithm in
lifted space Z. Found parameters determine a linear classifier in the space Z



and a nonlinear classifier in the input space X'. The function which maps the
input feature space to the new lifted space is denoted as ¢: X — Z. Let us
focus on one specific case of learning a quadratic discriminative function: the
input feature space X C R" is two-dimensional (n = 2) and the quadratic
discriminative function has form
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By comparing the linear (1) and the quadratic discriminative function (2),
we can derive mapping function ¢
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The lifted feature space Z is 5-dimensional. Entire extension of the linear
perceptron algorithm to algorithm searching quadratic discriminative func-
tion is done as follows:

1. Transform the training data {(Z1,41), ..., (Zm, ym)} into lifted feature
space as {(Z1,91), - -, (Zm, Ym)} using the mapping function (3).

2. Use perceptron algorithm to learn a linear classifier on the lifted train-
ing set {(Z1,v1),- -+, (Zm, Ym) }-

3. Substitute the found parameters (,b) into the quadratic discrimina-
tive function (2).



