where

Differentiating density estimator Il

using profiles, instead of kernels

() e (5]

Detailed derivation/explanation on the board and in the talk-note.pdf.
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Mean-shift tracking - Bhattacharya coeficient

S( TTL /pu y -

model, coordinates x; centered at O:
w=C ) k(Ix{I*)o(0(x}) —w)
i=1

target candidate centered at y:

nh
puly) = O Sk Hy

0(b(x;) — u)

Detailed derivation/explanation on the board and in the talk-note.pdf.

target candidate centered at y:

MNh y — X; 2
cth<H . ;
=1

) 3(b(x;) —u) (1)

Bhattacharya coefficient:

m

s(y) =D vVPul¥)tu

u=1

linearize around to yg

Z Pu(Y0)qu + 5 Z

(Pu(y) — Pu(yo))

can be simplified to:
m

1
Z Du y0 qu t+ 5 2 pu
pu

in which we insert (1)

C m 1 m nh —x; 2
sy)“?hz VPu(Yo 52\/ (¥0) (Hy hX

u=1

) 3(b(xi) — u)

as we are looking for a local extrema od the Bhattacharrya coeffient we derive the above according to y which finnally leads
to the usual eqution for the shift in position y where the pixel weights are computed by

m

w =3 8(b(xi) — ) | —

Pu(Y0)

u=1

see [1] for the complete derivation. Note that evaluating histograms can be done very efficiently by using a look-up table [5,
chapter 16.5]
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