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Big team project (Final assignment section in courseware)
● Start looking for 4 people team NOW

● Try to find a question/dataset that is interesting for you

● Look for previous year best projects for inspiration

● Ask question before the deadline for team creation (3.11)

● If no team on 3.11 (midterm week), then I will forcefully assign a team for you

Tips and recommendations:
● Do not focus on single question, try to combine two or more questions

● Example: Not only look for medical question, but try to add socio-economy

● Try to find more than one dataset
● Example: UNICEF + World Bank

● Start working early, at least to formulate a question



  

The linear regression is just a set of 1D distributions

μx=β0+X∗β1

With this relationship between mean
parameters 



  

● Compute means for linreg model
● Compute means for baseline model
● Compute RSS
● Compute TSS
● Compute R^2

Practical assignment: manual computation of linreg by hand



  

A little clarification of lectures: What are these boxes?



  

A little clarification of lectures: What are these boxes?



  

A little clarification of lectures: What are these boxes?

Geometrical visualization
of amount of variance

this particular point gives



  

Now with the new topic



  

Remember the idea of randomness from hidden terms?

Hide Y axis

Look at some X-Z range:

Z = X + Y * sin(Y)



  

● Up until now the randomness was assumed to be
as an absence of variables/terms and we wanted to use
the rest to approximate the true formula 

● However most of the time even measured variables are
TOO MUCH to practically computations 

● Even though they DO affect the outcome, the size of the
effect is too low, we want to find key factors

Variable selection



  

● You can think of this as following:

● Addition of more variables makes the prediction more
precise (smaller variance)

● But decrease from 1.1% to 1.09% is too small and 
the computational complexity is spent for nothing

● Moreover, with more variables we need more and more
samples to maintain same variance

● Bias-variance Trade-off



  

For example:

https://stats.stackexchange.com/questions/136673/how-to-understand-that-mle-of-variance-is-
biased-in-a-gaussian-distribution



  

Please open the today’s activity .zip file and find the:

You will find the activity (voluntary) questions at the end:

LREG_artificial_irrelevant.R

Deadline: 13.10.2025 (next seminar, voluntary, 1 point)

LREG_Boston_FS.R        R code templates to be used (copy-pasted) in artificial_irrelevant 



  

A recap of HW 1 (t-test):  Type 1 vs Type 2 errors

By changing the “threshold” we can
select needed ratio of 
Type 1 to Type 2 errors

● To simplify the analysis we actually just
fix one of errors, Type 1 = 0.05 = confidence

● After that we calculate the Type 2 and denote
it as power of the test

https://youtu.be/OhDZlO8vtGw?si=yK76iwA0wftf2w4A&t=400



  

What is wrong with t-tests and how to overcome this issue?
You should think of it this way:

● We have a fixed 5% error for 1 test
● Then with each additional test we have

more combinations where at least one
test will fail. 

● But if even 1 variables fails, we have
false subset of variables! Large Type 1!

If you still want to to t-test and p-values, you could
perform ”confidence correction” so that 
total Type 1 error is still 5% = 0.05 
(for example setting     alpha=0.0025 = 0.25%)

Multiple testing problem



  

Practical assignment: compute the adjusted p-value

Lets consider the linear regression problem:

● We have 3 variables:   Y ~      X1,      X2,     X3

● We run the linear regression and compute t-test p-values:

● We see one of them as significant (one star *), so it passes alpha=0.05

● But consider the issue of multiple testing from before:
● We need total_alpha = 0.05 
● What will be the alpha per each variable?
● Will any of X variables pass such corrected threshold?



  

We will almost always reject and get empty model

Is there an alternative?



  

Alternative solution = instead of looking at p-values locally,
evaluate the entire model globally 

Straightforward solution = just evaluate a subset of variable globally and change it. Check all subsets 
A little heuristic = greedily check subsets based on score until it increases and stop afterwards

But how to evaluate a 
linear regression model?



  

Recall: objective value used in linear regression

● Problem with directly using the value – increase between models has a scale that is
data–dependent, e.g., we are not sure whether the difference is significant:

Try to guess – is X2 addition significant or not based on RSS decrease?
 

● RSS (X1+X2) = 9000       RSS (X1 only) = 10000
RSS(X1+X2) = 0.1      RSS (X1 only) = 10
 



  

Recall: objective value used in linear regression

● Problem with directly using the value – increase between models has a scale that is
data–dependent, e.g., we are not sure whether the difference is significant:

Try to guess – is X2 addition significant or not based on RSS decrease?
 

● RSS (X1+X2) = 9990       RSS (X1 only) = 10000               TSS = 10001
RSS(X1+X2) = 0.1      RSS (X1 only) = 10                          TSS = 1000

Whatever you assumed, you may be wrong
 



  

● This is a way to measure how good we are in comparison to baseline
● RSS = our variance
● TSS = variance of baseline model
● Decrease of minimization value in percentage

First option – objective value used in linear regression
+ normalization



  https://www.mlwithramin.com/blog/bias-variance-tradeoff

Problem: additional variables always decrease the RSS

RSS (θ1)           >         RSS (θ1+θ2)           >         RSS (θ1+θ2+θ3+θ4 )



  

The key difference between adjusted R^2 and AIC/BIC:

● Adjusted R^2 is used only in Gaussian linear regression

● AIC/BIC can be used for nearly all models/algorithms

● We will show such advanced method in future seminars

● They are very similar, but adjusted R^2 tends to choose
more complex models

Use Adjusted R^2 or AIC/BIC, what is the difference?



  

Again, the problem with objective value

● Problem with directly using the value – increase between models has a scale that is
data–dependent, e.g., we are not sure whether the difference is significant:

Try to guess – is X2 addition significant or not based on RSS decrease?
 

● RSS (X1+X2) = 9000       RSS (X1 only) = 10000
RSS(X1+X2) = 0.1      RSS (X1 only) = 10
 

Solution 2: convert to formal hypothesis testing (F-statistics)!



  

Recap: where do statistics come from?

X1, X2, …., ,Xn                                ~ 

X1 + X2 + ….  + Xn  ~ 

+                                    =



  

Recap: where do statistics come from?

a^2, b^2, …….,  w^2                ~ 

a, b, …….,  w                                 ~ 

a^2 + b^2 + ……. + w^2            ~ 

+                                    =



  

Recap: where do statistics come from?

a^2, b^2, …….,  w^2                ~ 

a, b, …….,  w                                 ~ 

a^2 + b^2 + ……. + w^2            ~ 

+                                    =



  

Recap: where do F-statistics come from?

x1 , x2 , ... , x N , y1 , ... , yM ~

RSSX=x1
2+x2

2+...+xN
2 ~

RSSY = y1
2+ y 2

2+ ...+ y M
2 ~

RSS x

RSSY
=

x1
2+ x2

2+ ...+x N
2

y 1
2+ y 2

2+ ...+ y M
2 ~



  

Formally: 
      
      p-value < 0.05  ---------------------->  model2 is better!    (adjusted R^2 model2 >> adjusted R^2 model1)
      
      p-value > 0.05 ----------------------->  model1 is better!    (adjusted R^2 model2 << adjusted R^2 model1)

In R:

=anova(model1 , model2) ,anova (model2 , model3) ,.. .

Second option – objective value + hypothesis testing

ANOVA (model1 , model2 )=
F−stat1

F−stat2

=
S 1

S 0

÷
S2

S0

=
S1

S2

=F−stat

Only for nested models:
E.g. second model is addition of some variables 

Model1:  Y ~ X1 + X2
Model2:  Y ~ X1 + X2 + X3 + X4+...

Y ~ X 1 ,
Y ~ X 1+X 2 ,

Y ~ X 1+X2+X 3 , .. .



  

Use these metrics in Forward/Backward stepwise

Straightforward solution = just evaluate a subset of variable globally and change it. Check all subsets 
A little heuristic = greedily check subsets based on score until it increases and stop afterwards

Just score each subset and 
move one change at the time



  

But people realized that subset selection is not too good



  

RSS=∑ x⃗
( y i−x1⋅β1−x2⋅β2−β0)

2 → local optimum (estimate):min RSS→ β̂1 , β̂2 ,β̂0

RSS and regularization → localoptimum (estim ):min (RSS +Lasso) β̂1 ,β̂2 ,β̂0

regularization=λ∑β i
2(Ridge)     or    =λ∑|β i|(Lasso) Hyperparameterλ !

> Ridge (glmnet alpha = 0) typically only makes parameters small(~0), but has better performance in case of 
correlation/multicollinearilty

> LASSO (glmnet alpha = 1) typically removes variables completely(=0), but is worse with correlation/multicol

> Standardization of variables needed (normalize intervals so that all X are same, e.g. Age 1-40, Height 120-190) 

> Learn lambda with Cross-Validation technique 

Current modern solution: Shrikage with Ridge and LASSO



  

Choose a set of lambdas:

1) Split train into 10 folds (or you can split inside for loop)

2) For every lambda    :

       For every possible validation folds:

2.1) min [RSS +      * regulariz] = fit on 9/10 train folds

2.2) Compute MSE = RSS on 1/10 test fold

3) Average MSE test errors from 2.2) for every lambda

4) Choose the best lambda by validation score from 3)

More details:

https://medium.com/analytics-vidhya/regularization-and-cross-validation-how-to-choose-the-penalty-value-lambda-
1217fa4351e5

λ∈[10−4 , 10−3 ,10−2 ,10−1 ,10 0]

> K-fold for small subset (can run multiple times, too little dataset = use processing power)

> Hold-out for large subset (if my model or data are huge, just run once)

λ

λ



  

● Today a big homework will be presented now and the countdown starts
● You will have ~ 2 weeks to complete it, the time is parallel to every-week small HW

Deadline: 20.10.2025 (two weeks, full points)
               27.10.2025 (three weeks, half points)
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