Quantum Computing 2025 - Exercise Sheet 5

Introduction to Quantum Control

1. (Time-independent systems)
The time evolution of time-independent systems is modeled by the time-independent Schrédinger equation (TISE)

L0
i [W(t) = H (), U0)=1 (1)
where |1(t)) is the quantum state at time t and H is the Hamiltonian of the system.

a) The quantum states evolve through unitary matrices such that |¢(t)) = U(t) |1(0)). Why does U(t) have to be
unitary?

We want to ensure the probabilities to add to 1 at all times, so we have
WO () = WO UTOUER) [¥(0)) = 1

Therefore, we conclude UT(t)U(t) = I, as (1(0)| I [1(0)) = 1.

b) Rewrite the TISE in terms of U(t).
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¢) Find the explicit formula for U(t) that solves the TISE.

If we solve the differential equation we readily see that the solution is the exponential of the Hamiltonian

U(T) = e~ #IT

d) Show that if H is Hermitian then U(t) is unitary.
If H is Hermitian we have HY = H, then

Cﬁ(t) — R H't _ o H!

Therefore, we have UT(t)U (t) = enfle=#Ht = |

e) If we let H = go*, what is the state at time t = 4h, [1(4h)) = U(4h) [1(0)), where [1(0))
the formula e~ = cos(#)I — isin(h)o>.

We have

= %(|0> +|1)). Use

U(4h) [(0)) = e 857 4 |4) = e 7137 ) = (cos(5)] — ,'sm@w’) [+) = —io® |[+) = —i|-)

2. (Time-dependent systems)
The time evolution of time-dependent systems is modeled by the time-dependent Schridinger equation (TDSE)

0
iho, [W(2) = H() [¥ (1) - (2)
If we consider controlled systems we can write the Hamiltonian as
H(t) = Hy +u(t)H,, (3)

where Hy is the free Hamiltonian, H. is the control Hamiltonian, and u(t) is a control function of any form.
The solution to the TDSE at some time T is also given by an exponential called the Magnus expansion, defined as

n
U(T) = exp(Q>)), QM = Z Qr, we approzimately write (for some n) U(T) ~ exp(Q™). (4)
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and we define the first terms of the sum as
—i (T
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a) If we let H(t) = 0% + to® find Q® for T =1 (You have to calculate both terms of the series and add them

together).

Following the formula provided we can compute
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Therefore, we can write the truncated sum as
] ) i, 1 . 1
0P =0 +Qy = —7 (0" + 50"+ 20)

b) What is U(1) (approzimate to the second order Magnus expansion)? Use the formula e=*™%) = cos(0)I —
isin(0)(n- o) for unit vector n (make sure to normalize it and consider how this affects 0). Find the solution
as al —i(bo® + co¥ + do?) for some constants a,b,c,d, and leave these in terms of cos and sin.

We now know U(1) ~ 2?1 = = exp(—+ (0% + : (7 "+ (f“ . Here we can let n = (1,3,1) and we have to
276

normalize this in order to use the given fc)/mula We find |n| = 4/1 + Ly % 1/2—8, so the normalized vector

is now n = <\"| ). We can then write

\n,\’ 6|n\
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U(l) ~ exp(—=|n|(—oc* + —0~ AW
(1) = exp( h‘”‘(|n\0 - 2\n,|Or - G\n\a )

Applying the formula we get

n
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U(1) ~ cos —
(1) = cos( h 2|n|

for some constants a,b, c,d.

3. (Piecewise constant systems)
If we divide the time into m segments [t1,ta, ..., tm = T| where the Hamiltonian is constant (time-independent). We
can write the unitary evolution as

UT) =e FEH (tm)At “e%"H(tz)Ate’T"H(tl)At’

where At = T/m. If we let T = 2wh and m = 4 with equally long segments, find the unitary matriz that encodes the
evolution of the system, U(T), for Hamiltonian H(t1) = o, H(t2) = 20Y, H(t3) =1 H(t4) = Jo".

We compute each exponential and then we will take the product, and note that At = .
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We can now find the total unitary by taking the product

U(2mh) = (if* £ (=il (=1)(—io%) = g(dz —a)



