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Preliminary Tools Classification Evaluation

[Wik19a]

Classification Predictions

@ The expectation: the terms positive and negative refer to the
classifier's prediction.
@ The observation: the terms true and false refer to whether that
prediction corresponds to the external judgment.
@ The confusion matrix (CZ kontigen&ni tabulka)
Predicted / Classified
Negative Positive

Negative | True Negative | False Positive
Actual — - —
Positive | False Negative | True Positive
e TN / True Negative @ TP / True Positive
o the real case is negative e the real case is positive
e and predicted negative e and predicted as positive
e FP / False Positive e FN / False Negative
o the real case is negative e the real case is positive
e but predicted positive e but predicted negative
o Type | error o Type Il error
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Preliminary Tools Classification Evaluation

I [Wik19a, 7]

Precision and Recal

@ Precision
o the probability that a (randomly selected)
retrieved document is relevant.
o the probability that a (randomly selected)
object is correctly classified.

TP

Precision = m

@ Recall
o the probability that a (randomly selected)
relevant document is retrieved in a search.
o the probability that a (randomly selected)
class object is correctly classified.

TP

Recall = ——+
= TPYEN
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false negatives true negatives

° o o

selected elements

Precision =

How many relevant
items are selected?

Recall = ——
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Preliminary Tools Classification Evaluation

[Wik19a, 7]

Accuracy and F1-Measure

relevant elements

false negatives true negatives

o Accuracy

e the proportion of true results (both true
positives and true negatives) among the
total number of cases examined.

TP+ TN
TP+TN+FP+FN

* 4 ° o o

Accuracy =

e F'1-Measure

e the harmonic mean of precision and recall.

e an F'1 score reaches its best value at 1
(perfect precision and recall) and worst at precision =
0.

Recall = ———

F1— (Precision_1 + Recall_l)_l 2 x Precision x Recall
= 5 =

Precision + Recall
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Preliminary Tools Classification Evaluation

[Wik19b]

ROC (Receiver Operating Characteristic) Curves

Probability Distribution

@ Plotting the true positive
rate (TPR) against the false
positive rate (FPR).

@ Dealing with heavy class

imbalance.
@ The model performance is R B " et
measured by the area under . Roc curve

the ROC curve (AUC).
@ The best possible AUC is 1.

@ The worst AUC is 0.5
(the 45 degrees random “

PR

line).

@ If the AUC is below 0.5, do
the exact opposite of what TPR = P FPR — FP
the model recommends. TP+ FEN’ EP+TN.
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Preliminary Tools

Classification Evaluation

ormance Assessment "
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Preliminary Tools Network Terminology

Graph Notation "*

Let G(V, E) be an undirected random network graph.
V(@) s the set of distinct unordered pairs of vertices.
E' is the set of edges in G.

N, = |V| is the number of vertices.

N, = |E] is the number of edges.

V2 \ E is the set of non-edges in G.

Vo(bi) is the observed presence or absence of edges.

° Vngls =V@\ ‘/;(525) is the set of edges for which observations are
missing.
@ Sparse graph: |E| < |V|?

@ The set N (u) of neighbors of u € V in G(V, E):

Nw)={vjveV,e=uw € E}
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Network Inference Introduction

[Kol09]

Network Topology Inference

@ What should constitute a vertex and an edge is determined by
user-specified decisions and rules.
@ Such a network graph construction lacks an element of validation.
o if the network representation is “accurate”,

@ i.e. capturing some well-defined but unobservable relational structure.
What accuracy can be expected given the available measurements?
Are there other similar representations with about the same accuracy?
How is the representation robust to changes in the measurements?
How is the representation usefull for other purposes?
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Network Inference Introduction

[Kol09]

Network Topology Inference

@ What should constitute a vertex and an edge is determined by
user-specified decisions and rules.
@ Such a network graph construction lacks an element of validation.
o if the network representation is “accurate”,

@ i.e. capturing some well-defined but unobservable relational structure.
What accuracy can be expected given the available measurements?
Are there other similar representations with about the same accuracy?
How is the representation robust to changes in the measurements?
How is the representation usefull for other purposes?

Network Topology Inference Problem

@ Given a set of measurements from a system of interest, e.g.
o vertex attributes © = (21,...,2Zn,,)
o binary indicators y = [y;;] of certain edges.

@ and given a collection ¢ of potential graphs G,

@ select an appropriate member of & that best captures the underlying
state of the system.
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Network Inference Introduction

[Kol09]

Network Inference Problems

@ Link Prediction .. .inferring whether or not a pair of vertices does or

does not have an edge between them
e using measurements that include a subset of vertex pairs whose
edge/non-edge status is already observed.

o knowledge of all of the vertices.
o the status of some of the edges/non-edges

o Association Graph Inference ... the relation defining edges is itself
unobserved and must be inferred from measurements reflecting these

characteristics.
e no knowledge of edge status anywhere in the network graph,

o relevant measurements at all of the vertices are assumed.
o Tomographic Network Inference . ..the measurements are available
only at vertices that are somehow at the perimeter of the network.
e measurements at only a particular subset of vertices are known.

October 17, 2023 13 /36
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Network Inference Network Inference Example - Viber
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Network Inference Network Inference Example - Viber

t [MBKK15]

Exemplar (Viber) Environmen

Other Services

Server } { Server

Cloud Services

Server Server

Server d Server

Server 1. Server

Server Server

{

%
Server & _ Servr

e

{

{

Server Server

Client 1 Client 2
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Network Inference

[MBKK15

]

Network Inference Example - Viber

Example Capture Characteristics

L[ [ [ [ [[]]

1T

138882 PCAP
blocks

1788 transport
sessions

2 clients

22 viber.com
servers

150 peers of 2
clients

5660 possible
concurrent
sessions

@ How to analyze?.,
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Network Inference Network Inference Example - Viber

[MBKK15]

Concurrent Communication Detection

Selection of IP nodes
@ viber.com servers — viber clients — other Viber servers

o classified based on entropy based characteristics of TCP/IP
distributions

cient 1 15[ N 1 I 0 A 1 0 1

Server 1 1 Y O 9 9 0 |

OfgeEE FEEEEE

cien2 [N [ N 1 I O A 1 0 1 EEEE

Server 2 1 Y I 9 )
R

...Other

2 vijitalil—tolj)<r B/ (tali] — to[4])
2 i jetali] ol <R |

s(a,b) =

In our experiments: R = 50ms, s(a,b) > 0.001
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Network Inference Network Inference Example - Viber

UDP packet sequence concurrency as a complex
network

[MBKK15]

@ captures with two clients

@ "communities” of
N concurrent sessions
@ some clusters related to
only one client

@ interesting clusters consist
of nodes of both clients
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Network Inference Network Inference Example - Viber

UDP packet sequence concurrency network

[MBKK15]

component

192.168.73.13:53984
2.139.174.200:49981

192.168.150.2:49978 192.168.73.13:53984.

192.168.73.13:53984. 139.174.200:49979
ol 32 pN=1, pS=16

5e:101508-101644 5eNQ1533-101533

193.85.1.100:53)
192.168.73.13:43537
=1, pS=3;

5e:101111-101711

Wi@wish| e restricted on one of
the components

@ two Viber clients
msmasusser| @ 102.168.73.13

pN=2,pS=32 [ PN=2, p
56:101506-101642 56:101507-101643
: 192.168.150.2
19 [ . . .
PN=345755=60473
5e:100576-1109;
192.168.150.2:49978 192.168.73.13:43537
213.29.246.243:53985 85.1.100:53
N=2, pS=32
56:101504-101641

192.168.73.13:53984 192.168.73.13:53084.
2.139.174.200:49980 54.171.62.27:7987
o pN=1,pS=34
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Network Inference Network Inference Example - Viber

[MBKK15]

UDP packet sequence concurrency - packet timing

192.168.73.13:53984-
-2.139.174.200:49981 |
192.168.73.13:53984- |
-2.139.174.200:49980

192.168.73.13:53984-
-2.139.174.200:49979
192.168.73.13:53984-

-2.139.174.200:49978 | 1 @ signals
192.168.150.2:49978- | |

-192.168.73.13:53984 o calls
192.168.150.2:49978- | |

213.29.246.243:53987 _ali
192.168.150.2:49978- | | o keep-alive
213.29.246.243:53986

192.168.150.2:49978- packets

-213.29.246.243:53985 |
192.168.150.2:49978-
-213.29.246.243:53984

@ direct client

|I 8 8 8 o8 |‘ o o o

192.168.73.13:53984- | o i to client
-54.171.62.27:7987 [ ©

192.168.73.13:53984- | 0OCEOOMN0000000000000000000000C0C0CC0 | packets
-54.171.62.27:7985 b e S

192.168.150.2:49978- | quuummoEIaE00000G00IC0000000302000000000C0000000

-54,171.62.27:7985 | @EEEEICOCA0000C0CIO0AIOCCACCCOACA000C0C00CCO0C0000

100000 102000 104000 106000 108000 110000 112000
time [order]
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Network Inference Network Inference Example - Viber

[MBKK15]

Message Sending

54.217.200. 116 54.217.200. 120 54.228.191.53

tcp:48513->443 S. . . .. packets=4 (0B,

»
L

1

| |
(6611-6686) udp:58163->7985 packets=30(2188B) 1 a
| >

|

|
(6612-6621) udp:58163->7987 packets=2 (68B)

»
1 L

(6617-6623) udp!7987->58163 packets=2 (40B)
T

<
<

(6616-6681) udp:79é57>58163 packets=28 (1518B)

<
<

<
<

|
(6614-6690) top:4431>48513 S..... packets=2 (0B)
|

(8963-9076) top:56808->4431S. ... . packets=4 (0B) 5 !
7 »

(8964-9072) udp248409—>7989| packets=37 (2748B)

(8965-8965) udp248409—>7987: packets=1(34B) >

|
(8968-8968) udp|7987->48409 packets=1(20B)

<
<

|
(8969-9068) udp:7985->48409 packets=36 (2268B)
I

< (8967-9075) top: 443{>56808 S..... packets=2 (0B)
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Network Inference Network Inference Example - Viber

Voice Call M&!

192,168, 150.2 2.130.174.200

wren | Pmmn | Ve |

19:26:33. 120(10076) udp:7985->49978 pH:345 pS:69473,
oR100576-110950

19:26:33. 127(100579] udp:1987->49978 ph:1 5:20

19:2558 141 A0050) utpSY084-7085 p 27 o G130
oR_100586-111013

19:26:33 141 (100568) udp:53984-57987 ph:1 pS:34

19:26:33. 198(100697) udp: 7985->53984 pN:336 pS:68442,
oR:100597-111010

19:26:45 964(101503) udp:4q976->63984 oN:2195 ps:204804]| 4R 101503-110951

10:26:45.956 (101504, 101506,101607) udp: 49978->53085, 53086163987 3x ph‘1 516

18:26:45 963 (101508) udp:49978->53884 oN:1 pS:16.

19:26:45 221 (101530) udp:53984->49978 pN:2374 bS:234742._pR:101530-111007

19:26:46.231 101535) 49080, 49981 3x pN°1 0§16

19:26:46 238 (101536 |dp:53084-549978 pl: 1 pS: 16

19:26:45. 262 (10{5B9) udp:53984->49978 pN:2376] g 234742 pR:101539-111009

19:26:46.202 (101546) udp. DN:2193 pS:204667] bR 101546-110063

19:26:46. 963 (101641, 101649, 101643) udo:49978->53985. 5393d| 53987 oh:1 pS:16

19:26:46.969(101644) udp: §gh78-553984 pl:1 0516

{ Running call |

19:27:33.135 (1149B1)_udp:49978->53984 pN:2198 204804, R 101503-110851

<

19:27:33. 157(110959) udp: {9B5->49978 pH:345 pS:69473,
PR:100576-110959 R

19:27:33 174011 oR:101546-110963

19:27:33.245(110981) BN:224 5558848,
_ _oR:100561-110981

19:27:34.451 (111007)_ ud;53044->49978 oN: 2978 pS:234742.{ oR; 101530-111007

j
111009 udp: 53084-4997, 39-111009

2378 pS: 234742

18:27:34.507(111010) udp:7985-553984 pN:336 pS: 68442,
»” PR 100597111010

19:27:35. nslmmm udp 51934 7985 pN:237 pS:60385,
R
e +

10058611
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Network Inference Network Inference Example - Viber

Security/Privacy Assessment - Contact Picture Transfer

107. 22. 216. 202

192. 168. 20. 65 share. viber. com

147.32.192. 250

W,
205. 251. 242. 153
s3. amazonaws. com

(3346) DNS share. viber. com !

(3347) 107. 22.216. 202

(3351) POST /download_photd. php at share. viber. com

for 6a7c76b5¢86521e4c1bfAbd0f752a212389d341709Fc8d5b1
d6487bag910b41 |

[Dalvik/1.6.0 (Linux; U; Ar|droid 4.2.2; LENOVO P770, g
zip, 41612->80] , >

(3353) 302:Moved Temporariliy to http://s3. amazonaws. co
m/staticphotos/6a7c76b5¢86p21e4c1bfabd0f752a2112389d34
1709fc8d5b1d648ba9910b41. jpg [text/html, 0(0), nginx,
€ L. _41612¢:80]
(3360) GET /staticphotos/6d7c76b5¢86521e4c1bf4bd0f752a212389d341709fc8d5b1d648bad9
10b41. jpg at s3. amazonaws. com |

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
[Dalvik/1.6.0 (Linux; U; Ardroid 4.2.2; LENOVO P770. gzib. 41792->80] !

T T >
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Link Prediction Introduction

Link Prediction Motivation ™

@ Networks are highly dynamic objects
e they grow and change ...e.g. by adding new edges
@ Network evolution models
e To what extent can the evolution of a network be modeled using
features intrinsic to the network itself?
e A number of proximity measures lead to predictions that outperform a
random prediction by factors 40 to 50.
e The network topology might contain latent information from which one
can infer future edges (interactions).

@ Recovery of a hidden/latent informal network by observing the official
observable network part.
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Link Prediction Introduction

Link Prediction Definition ***"

o Link Prediction

o A network is changing over time.
e Given a snapshot of a network at time ¢,
o predict edges added in the interval (¢,t)

e Link Completion (missing links identification).
o Given a network,

o infer links that are consistent with the structure, but missing.
e Find unobserved edges

o Link Reliability
o Estimate the reliability of given links in the graph.

What can be predicted?
@ Link existence,
o Link weight,
o Link type,
@ Link cardinality.
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Link Prediction Introduction

Link Prediction ™"

e Given a graph G(V, E)
@ The number of missing edges: |V|(|V| —1)/2 — |E|
@ Probability of a correct random guess O(ﬁ)
o in sparse graphs (|E| < |V|?)
@ Each edge e € E represents an interaction between its endpoints at a
particular time t(e).

@ Multiple interactions are represented by parallel edges with different
time-stamps.

e GIJt,t'] is the subgraph of G restricted to edges with time-stamps
between ¢t and t/, t < ¢'.

Radek Maf¥ik (radek.marik@fel.cvut.cz) Network Inference & Link Prediction October 17, 2023 27 /36



Link Prediction Introduction

Link Prediction ™"

e Given a graph G(V, E)
@ The number of missing edges: |V|(|V| —1)/2 — |E|
@ Probability of a correct random guess O(ﬁ)
o in sparse graphs (|E| < |V|?)
@ Each edge e € E represents an interaction between its endpoints at a
particular time t(e).

@ Multiple interactions are represented by parallel edges with different
time-stamps.

e GIJt,t'] is the subgraph of G restricted to edges with time-stamps
between ¢t and t/, t < ¢'.

Link prediction phases

@ Learning: training interval [to, t(] . .. G[to, t()]
@ Prediction: testing interval [t1,t]] ... G[t1,t]
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Link Prediction Introduction

[LKO03, 7]

Scoring Algorithm

e Proximity/Similarity score ¢(v1,v2) ...it is assumed that the higher
the score the higher the probability that the vertexes v; and vy
interact and they are linked by the edge.

Link prediction by proximity scoring
@ Compute proximity/similarity score c(v1, v2) for each pair of nodes.
@ Sort all pairs by the decreasing score.
© Select top pairs as new links

e n pairs
@ pairs above a treshold.
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Link Prediction Scoring Functions
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Link Prediction Scoring Functions

[LKO03, 7]

Scoring Functions - Neighborhood Based

Local neighborhoods of v; and v;
@ Number of common neighbors:
o based on the idea that links are formed between nodes who share many
common neighbors

N (i, v5) = N (0i) NN ()]
e Jaccard’s coefficient:
o a measure of the likelihood that a neighbor of v; is a neighbor of v;

and vice versa.
N (v:) NN (v))]
N (vi) UN(v;)]

CJA(

V3, V5) =

e Adamic/Adar:
o The larger weight is assigned to common neighbors v of v; and v;
which themselves have few neighbors log |V (v)],
e i.e. v; and v, are “related” because of the rarer neighbor v.

1
Moo= Y Jlog W0l

veN (vi)NN (v;
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Link Prediction Scoring Functions

Scoring Functions - Neighborhood Based "

Preferential attachment:

@ A new node is attached to a network node u that has a higher
probability of fitness expressed as the size of its neighborhood |A (u)].

c(vi, v5) = N (i) IV (05)]
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Link Prediction Scoring Functions

Scoring Functions - Path Based "

Paths and ensembles of paths between v; and v;

@ Shortest path:
—min{path;; > 0}
S

@ Katz score:

o0

ZBK|paths g) (vi, vj)] Z (I-BA)~?

(=1 /=1

@ Personalized (rooted) PageRank:

PR=a(D'A)TPR+ (1 - a)
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Link Prediction Scoring Functions

Scoring Functions - Path Based "

Local neighborhoods of v; and v;

@ Number of common neighbors
W (vi) NN ()]
@ Jaccard’s coefficient

N (i) NN (v))]
N (v;) UN(’Uj)

e Adamic/Adar:

1
Z log [N (v)

veN (v;)NN (vy)
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Link Prediction Scoring Functions

Summary

Network inference problem
Network inference case study
Link prediction problem

Link prediction scoring functions
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Link Prediction Scoring Functions

Competencies

Define precision, recall, accuracy, and F'1-measure used in
classification evaluation.

How ROC curves are used in classication problems?
Define the network inference problem and its subproblems.
How is it possible to detect packet sequence concurrency?

Define the link prediction problem is its subproblems.

Define typical scoring functions used in the link prediction problem.
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Link Prediction Scoring Functions
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