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Goals
● Describe likely shapes and appearances
● Low-dimensional description
● A priori model for segmentation
● Improve segmentation results
● Simplify optimization



Models and techniques
● Point distribution models (PDMs)
● Active shape models - active contours + PDMs
● Active appearance models

● Sonka, Hlavac, Boyle book, Chapter 10

● Svoboda, Kybic, Hlavac companion book, Chapter 10

● Cootes et al: Active Appearance Models

● Cootes et al: Active Shape Models



Point model example

Training set

M examples, N landmarks



Alignment





before and after alignment





Statistical model

is a zero-mean multivariate Gaussian random vector of dimension Md. 
Covariance matrix:









Dimensionality reduction
Find a low dimensional model for 
x



Best projection



The basis p is the eigenvector of S corresponding to the largest 
eigenvalue.



PCA

Use K largest eigenvalues. 





Metacarpal bone









Liver shape variations. Columns = 
eigenmodes.



Fiting PDM to data
Active Shape models 

Given an image and an initial position find
● Pose (translation, rotation, scale)
● Shape parameter vector b







Fitting an ASM
● Find target positions for each landmark
● Adjust pose
● Adjust model parameters b
● Iterate until convergence









Heart segmentation (3D)

● Non-rigid registration for alignment
● No need to mark landmarks in all images  
● Landmarks propagated from the atlas shape
● or use keypoint matching
● Segmentation of new images with ASM 







Active appearance models
● ASM + linear appearance model
● Low-dimensional model
● Goals:

− Model appearance, generate synthetic shapes
− Segmentation
− Classification and diagnostics





Simultaneous change of appearance and 
shape





Find landmarks for training images.





AAM fitting
● Input: image
● Output: 

− geometrical transformation (pose)
− shape parameters
− appearance parameters 



Residual minimization
from appearance coefficients c

target image patch warped to the mean shape

Minimize residual 

Assume linearity by Taylor expansion 

global intensity transformation u



Optimal update

Least-squares solution using the Taylor 
linearization

Jacobian is assumed constant, R is constant

Jacobian is estimated numerically from random perturbations on the 
training set.

Image multiresolution for speed-up.







Cardiac segmentation using AAM, 



Final position



hybrid = refine shape and appearance independently at the end



3D AAM initial position



final position







ASM, AAM - Conclusions
● + Powerful stochastical modeling of shape and appearance

● + Regularization for segmentation

● + Data driven descriptors

● + Fast fitting algorithms exist

● - Needs data

● - Needs annotations

● - Fitting may fail

● - Assumes linearity and normality (extensions exist)


