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Nuclei instance segmentation
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Datasets
I 50 images 512×512, breast 4022 annotated cell nuclei
I 30 images 1000×1000, different organs, 21623 annotated cell nuclei
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Classification network

I U-Net, softmax output
I logarithmic loss (cross-entropy)
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Distance map regression

I “chessboard” distance
I optionally: normalize to [0,1] for each component, softmax output
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Distance map choice
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Postprocessing

I threshold predicted distance map
I require significant drop from maximum→seed

I watershed + mask by thresholded distance map
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Training

I Augmentation: rotation, mirroring, blurring, deformation, color
perturbation (color deconvolution, affine histogram modification)

I Split dataset DS2 to training, validation (for hyperparameters), test
I Networks:

I vgg16 FCN pretrained on ImageNet, fine tuning
I U-net, batch size 10, learning rate decay
I Mask R-CNN (ResNet 101), pretrained on COCO, batch size 4,

learning rate decay
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Mask R-CNN
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F1 score
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Average Jaccard index
I match GT objects to detected components
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Example segmentations
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Conclusions

I CNNs give state of the art performance
I Give less importance to borders, more to objects
I Regressing distance better than pixel-level loss
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