GRAPHICAL MARKOV MODELS (WS2023)
5. SEMINAR

Assignment 1. Consider the task of finding the most probable sequence of (hidden) states for
a (Hidden) Markov model on a chain.

a) Show that the Dynamic Programming approach applied for this task can be interpreted as
an equivalent transformation (re-parametrisation) of the model.

b) Show that the transformed functions (potentials) encode an explicit description of all opti-
misers of the problem.

Assignment 2. Prove that a sum of submodular functions is submodular.

Assignment 3. Examine the following functions w.r.t. submodularity
a) f(k, k') = |k — K|, where k, k' € Z.

b) f(k, k') = (k — k')?, where k, k' € Z.

C) f(kl, ceey kn) = max; ]{],L — mini ki’ where kl e 7.

Assignment 4. Let K be a completely ordered finite set. We assume w.l.o.g. K = {1,2,... ,m}.
For a function u: K — R define its discrete “derivative” by Du(k) = u(k + 1) — u(k).

a) Let u be a function u: K2 — R and denote by D; and D, the discrete derivatives w.r.t. the
first and second argument. Prove the following equality

DlDQU(k]_, ]{32) = U(kl + 1, k’g + 1) + U(lﬁ, ]{?2) — U,(k’l + 1, ]{?2) — U(k’l, kfz + 1)
Conclude that all mixed derivatives D; Dou(k1, ko) of a submodular functions are non-positive.

b) Prove that the condition established in a) is necessary and sufficient for a function to be
submodular.
Hint: Start from the observation that the following equality holds for a function of one variable

k+1-1

u(k 4 1) — u(k) = Z Du(i)

and generalise it for functions of two variables.

¢) Prove that any function u: K2 — R can be represented as a sum of a submodular and a
supermodular function.

Hint: Consider the mixed derivative Dy Dou(ky, ko), decompose it into its negative and posi-
tive part and “integrate” them back separately.

Assignment 5. Consider a GRF for binary valued labellings z: V' — {0, 1} of a graph (V, E)

given by
1
p(z) = 7 exXp [Z uij (i, v5) + Z Uz(%)} :
ijeE i€V
Show that is is always possible to find an equivalent transformation (re-parametrisation)
Uiy —> fbij, u; — U
1



such that the new pairwise functions ;; have the form
Ui (i, 75) = agl; — ;]
with some real numbers «;; € R.

Assignment 6. Transform the Travelling Salesman Problem into a (min, +)-problem.

Assignment 7. Consider the language L of all b/w images : D — {b,w} containing an
arbitrary number of non-overlapping and non-touching one pixel wide rectangular frames (see
figure).

a) Prove that L is not expressible by a locally conjunctive predicate
reL ifandonlyif f(x)= /\ fu(z.)=1
ceC
with predicates f., defined on image fragments x., where the hyperedges ¢ C D have bounded
size |¢| < m < |D].

b) Show that L can be expressed by introducing a field s: D — K of non-terminal symbols,
a locally conjunctive predicate on them and pixel-wise predicates g relating the non-terminal
and terminal symbol in each pixel

x € L if and only if \/ [/\ fe(se) A /\ g(x;, sz)] =1

seKD ceC i€D

Find a suitable structure C, an alphabet of non-terminal symbols K and predicates f., g.



