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Neural networks

• a neural network is a complex composite function built from

individual layers of neurons, neurons represent simple com-

putation units

• neurons are parametrized, so the whole network

is a highly parametrized function

• adjustment of parameters is called network learning

back propagation of an error represented by some loss funtion

• shallow networks - only one hidden layer of neurons

• deep networks - multiple layers

(up to 200 layers, millions of parameters)



Standard neural networks

• standard neuron h : Rd → R has form

h(x) = act(wx + b)

- act(z) = max(0, z) (relu), act(z) = 1
1+e−βz

(sigmoid)

• w, b ∈ Rd - parameters



Convolutional neural networks

• convolution filters moving over the input

source: https://towardsdatascience.com/mnist-handwritten-digits-classification-using-a-convolutional-neural-network-cnn-af5fafbc35e9

• down-sampling and up-samplig operations, pooling



Well recognized DL tasks

• classification

ImageNet Large Scale Visual Recognition Challenge AlexNet

CNN network won the contest using convolutional implemen-

tation (2012)

• reccurent neural networks (RNNs)

LSTM, GRU - units, NLP tasks, Google Translator

• reinforcement learning DeepMind (UK, Google 2014)

AlhaGo vs. Lee Sedol (4:1, 2016), AlphaGoZero vs. Al-

phaGo (100:0, 2017) AlphaZero vs. Stockfish (28:72:0,

2018), Dota 2 tournaments ...

• generative programming

Ian Godfellow et al. (2014) - Generative Adversial Networks

https://arxiv.org/abs/1406.2661



Elementary concepts

• random variable X ∼ PX, (Ω,A, PX)

- Ω - space of elementary events X ∈ Ω

- A - sigma algebra of measurable events

- PX - distribution of X

• distribution of X

- set function on A, PX : A → [0,1]

- obeys Kolmogorov’s laws of probability

- typically Ω ∈ Rd and A = B(Rd)

• data D = {xi ∈ Rd}ni=1 comes from distribution PD
i.e., we assume that there exists a random variable D

such that D ∼ PD (sometimes we use Pdata instead of PD)

• How to specify PD on the basis of D?



Elementary concepts

• if Ω is countable, PD can be given by enumeration, i.e.,

PD(ωi) = pi, for i = 1, . . . , n (finite) or i ∈ N (countable)

• if Ω = Rd, specification of cdf is possible, but inconvenient

in higher dimensions, so the most common approach is

to specify a density pD : Rd → [0,∞) of PD and one has

PD(A) =
∫
A
pD(x) dx for A ∈ B(Rd)

• cannot handle distributions which do not have densities,

complex formulas in high dimensions for dependent data

• How to get the density from empirical data?



Elementary concepts

• if pD ∈ {pθ, θ ∈ Θ} (a parametric set of densities)

task reduces to estimate θ∗ from data D and pD = pθ∗

maximum likelihood estimation

• in a non-parametric context, kernel density estimation

is the standard choice

p∗D(x) =
1

nhd

n∑
k=1

K

(
x− xi
h

)

• K : Rd → R, a kernel (bump) function, h > 0 is the bandwidth

practically applicable for d up to 5

• How to sample from a given distribution/density?



Distance of probability distributions

• space of probability distributions on Rd,B(Rd) :
P = {P : probability distribution on (Rd,B(Rd))}
P is metrizable, e.g., using Lévy-Prokhorov metric
π : P2 → [0,∞), complicated formulas

• another ”metric” is the Kullback-Leibler divergence
let P,Q ∈ P, P � Q (if Q(x) = 0, then P (x) = 0)

KL(P ||Q) =
∫ dP

dQ
dP

=
∫

log

(
p(x)

q(x)

)
p(x) dx

• properties:
KL(P ||Q) 6= KL(Q||P ), KL(P ||Q) ≥ 0, KL(P ||P ) = 0,

• tight relation to theory of information (relative entropy),
theory of large deviations



Kullback-Leibler divergence

• (Wikipedia entry ...) In applications, P typically represents

the ”true” distribution of data, observations, or a precisely

calculated theoretical distribution, while Q typically repre-

sents a theory, model, description, or approximation of P . In

order to find a distribution Q that is closest to P , we can

minimize KL divergence and compute (reverse) information

projection

• Kullback-Leibler divergence is a special case of a broader

class of statistical divergences called f-divergences

• Jensen-Shannon divergence - symmetrized KL divergence

JS(P ||Q) =
1

2
KL(P ||M) +

1

2
KL(Q||M)

where M = 1
2(P +Q)



Reverse information projection (M-projection)

• let P ∈ P and Q ⊂ P (subset of prob. distributions)

Q∗KL = arg min
Q∈Q

KL(P ||Q)

or for JS

Q∗JSD = arg min
Q∈Q

JSD(P ||Q)

Q∗ is the closest distribution from subset of Q to P

• easy to state, generally hard to solve (i.e., to find Q∗)



Specification of Q ⊂ P

• via parametrized densities Q = {pθ, θ ∈ Θ}

• via parametrized transformations

e.g., let X ∼ N(0,1) then X2 ∼ χ2(1)

X has some simple distribution which is easy to sample from

and is transformed to a complex one using a deterministic

function G

(above G(z) = z2)

• Q is given by set of parametrized functions Gθ, θ ∈ Θ

(neural networks parametrized via their weights)

• easy sampling from Gθ(X), sample x ∼ X (easy)

and then pass x through Gθ(X), i.e., compute Gθ(x)

• How to solve the information projection problem?



Maximum likelihood estimation

• task
given set of data {xi ∼ PD}ni=1 describe distribution PD

• MLE estimate PD ∈ Pθ = {Pθ, θ ∈ Θ}
assume that Pθ has density, i.e., dPθ = pθ(x) dx
assume that xi i.i.d.
search for optimal θmle ∈ Θ and set PD = Pθmle

θmle = argmaxθ Ex∼PD log pθ(x)

estimate θ∗mle = argmaxθ
1

n

n∑
i=1

log pθ(xi)

• optimization in terms of KL-divergence

θmle = argminθ KL(PD(x)||Pθ(x))

= argminθ

∫
pD(x)

pD(x)

pθ(x)
dx



MLE in terms of KL-divergence

• best approximation of PD using Pθ

- P̂D proxy for PD, P̂D(dx) = 1
n δxi(dx) (Dirac m.)

- Pθ - model distribution with density pmodel(x|θ)

• maximization MLE = minimization of KL(PD||Pθ)

KL(PD||Pθ) =
∫

log
dPD
dPθ

dPD =
∫

log
pD(x)

pθ(x)
dPD

=
∫

log pD(x) dPD −
∫

log pθ(x) dPD

≈ −H[PD]−
∫
pθ(x) dP̂D (PD ≈ P̂D)

∝ −
∫

log pθ(x) dP̂D (integration over Dirac)

∝ −
1

n

n∑
i=1

log pθ(xi)︸ ︷︷ ︸
=MLE



Generative modeling

• purpose

given data from an uknown distribution x ∼ p(x)

model p(x) using a differentaible mapping G so that

p(x) ∼ Gθg(p(z)) = G(p(z); θg))

where p(z) is a selected, simple prior, e.g. mv Gaussian

• maximum likelihood estimation direct setting of density

under i.i.d. assumption, KL divergence minimization



Generative modeling

• solution to the information projection problem

KL-divergence minimalization

via playing discriminator, generator adversial game

source: https://towardsdatascience.com/generative-adversarial-networks-learning-to-create-8b15709587c9



Partial criterions

• an ideal discriminator

D : x ∈ Rd → (0,1), i.e., logD : x→ (−∞,0)

we would like Dθd(x
real)→ 1, Dθd(x

fake)→ 0

i.e., maximize w.r.t. θd

log(Dθd(x
real)) + log((1−Dθd(x

fake)))

• an ideal generator

generator wants to fool discriminator,

i.e., it generates xfake so that Dθd(x
fake)→ 1

tune weights of the generator to minimize

log((1−Dθd(x
fake))) = log((1−Dθd(D(Gθg(z)))

w.r.t θg for θd fixed



Compound criterion

• compound criterion

V (D,G) = Ex∼pdata(x)[log Dθd(x)] + Ex∼pz(x)[log(1−Dθd(Gθg(z))]

• minimax optimization - set θd, θg using

min
θg

max
θd

V (Dθd, Gθg)

• alternate optimization

- for fixed generator Gθg maximize V (Dθd, ·)

- for fixed discriminator Dθd minimize V (·, Gθg)



Theoretical analysis

• Proposition 1. For any G fixed,

the optimal discriminator D∗G computes the function

D∗G =
pdata(x)

pdata(x) + pg(x)

• Proposition 2. Let C(G) = V (D∗G, G), then global minimum

of minGC(G) is achieved if and only if pg = pdata.

At that point C(G) achieves value − log 4

• Proposition 3. Optimizing minGmaxD V (D,G) corresponds

to minimizing JS(pdata||pg), which is minimal (=0) if and

only if pdata = pg

source: https://arxiv.org/abs/1406.2661



A GAN concept

source: https://medium.com/sigmoid/a-brief-introduction-to-gans



Learning algorithm

source: https://arxiv.org/abs/1406.2661



MNIST dataset

• 60000/10000 - 28x28 greyscale images of handwritten digits

http://yann.lecun.com/exdb/mnist/



MNIST dataset

• 60000/10000 - 28x28 greyscale images of handwritten digits

GAN architecture: D,G - perceptron networks



MNIST dataset

• 60000/10000 - 28x28 greyscale images of handwritten digits

GAN architecture: D,G - convolution networks



cGAN - 2014

• Conditional Generative Adversarial Nets https://arxiv.org/abs/1411.1784

• unconditional vs. conditional GAN, y − condition

Ex∼pdata(x)[log D(x)] + Ex∼pz(x)[log(1−D(G(z))]

Ex∼pdata(x)[log D(x|y)] + Ex∼pz(x)[log(1−D(G(z|y))]

• conditioning by extending latent variable of generator



MNIST dataset

•



DCGAN - 2015

• Unsupervised Representation Learning with Deep Convolutional

Generative Adversarial Networks https://arxiv.org/abs/1511.06434

• architecture - uses convolutional layers



LSUN dataset

• 10 - categories, (church outdoor, bedroom, bridge ... )

https://www.yf.io/p/lsun

•



DCGAN - 2015



DCGAN - 2015

•



StackGAN - 2016

• StackGAN: Text to Photo-realistic Image Synthesis with Stacked

Generative Adversarial Networks https://arxiv.org/abs/1612.03242

• Caltech-UCSD Birds 200 Dataset

http://www.vision.caltech.edu/visipedia/CUB-200-2011.html

• 102 Category Flower Dataset

https://www.robots.ox.ac.uk/ vgg/data/flowers/102/



StackGAN - 2016

•

- a bird has a bright golden crown and throat, it’s breast is yellow, and back is black

- upper body yellow and lower black with black color around beak

- this bird has a bright yellow crown, a long straight bill, and white wingbars

- this is a black bird with a yellow head and breast ...



StackGAN - 2016

•



StackGAN - 2016

•



StackGAN - 2016

•

• https://github.com/hanzhanggit/StackGAN



BEGAN - 2017

• BEGAN: Boundary Equilibrium Generative Adversarial Networks

https://arxiv.org/abs/1703.10717

• energy based GAN, discriminator assigns low energy values

to real data and high otherwise, generator produces samples

assigned with low energy by discriminator - generalized view

of loss functions

training minimization of loss

V (D,G) = Ex∼pdata(x)[Dθd(x)] + Ex∼pz(x)[(m−Dθd(Gθg(z)))+]

where m is a positive margin and 0 ≤ Dθd ≤ m



BEGAN - 2017

• architecture - uses convolutional layers



BEGAN - 2017

• celebA dataset - http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html



BEGAN - 2017

• generated fake images



PGGAN - 2018

• Progressive Growing of GANs for Improved Quality, Stability,

and Variation https://arxiv.org/abs/1710.10196

• architecture - uses convolutional layers



PGGAN - 2018

• architecture - uses convolutional layers



PGGAN - 2018

• architecture - uses convolutional layers



ImageNet

• over 14 mil. of images from 20 thousand categories

based on the WordNet database (a dictionary)



BigGAN - 2019

• Large Scale GAN Training for High Fidelity Natural Image Synthesis

https://arxiv.org/abs/1809.11096

• we show that GANs benefit dramatically from scaling, and
train models with two to four times as many parameters and
eight times the batch size compared to prior art

• training on 128 to 512 cores of a Google TPUv3 Pod

•



BigGAN - 2019

• architecture - uses convolutional layers



Open questions

• What sorts of distributions can GANs model?

• How can we scale GANs beyond image synthesis?

(text, audio, computer-aided drug design - https://insilico.com)

• What can we say about the global convergence of the training

dynamics?

• How does GAN training scale with batch size?

• What is the relationship between GANs and adversarial

examples?

source: https://distill.pub/2019/gan-open-problems


