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Outline

* Pre-requisites: linear algebra, Bayes rule
« MAP/ML estimation, prior and overfitting
* Linear regression

e Linear classification
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Recognition problem
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Why is it hard”
CIFAR-10: classify 32x32 RGB images into 10 categories

https://www.cs.toronto.edu/~kriz/citar.ntml
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Recognition problem
Huge within-class variability & among-class similarity !

Why it is hard?

* Viewpoint
 Occlusion
e [[lumination
e Pose

e Jype
 Context
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Recognition problem
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Recognition problem
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CIFAR-10: classity 32x32 RGB images into 10 categories

https://www.cs.toronto.edu/~kriz/citar.ntml
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Labels (¥i) RGB images (x;)
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Two-class recognition problem: classity airplane/automobile

def cIassify(E):

077
returQ o
Probability of image being from the class airplane
How to model it?
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Labels (¥i) RGB images (x;)
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~ Classification
We model probability of image x being label +1 or -1 as

folxw) g+
plupew) = {1 “o(fxow) y= -1
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Labels (¥i) RGB images (x;)
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~ Classification
We model probability of image x being label +1 or -1 as

_Jo(f(x,w)) y = +1
p(ylx, w) = {1 o(f(x,w)) y=—1

1.2

where

o(f(x,w)) =

1.0 e

1 0.8 e

1 + exp(—f(x, w)) ' 7
| A

IS sigmoid function. 02 —

-5 -3 -1 1 3 5
%ﬁ Czech Technical University in Prague
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Labels (¥i) RGB images (x;)

—1

We model probability

_ O-(f(Xv W) y = +1
ply|x,w) = {1 —o(f(x,w)) y=-1
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Labels (¥i) RGB images (x;)
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Labels (¥i) RGB images (x;)
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. assification
We model probability of Image x being label +1 or -1 as
p(y\X W) . O'(f(X,W ) y=+1 Y | e
y T +1

l1—o(f(x,w)) y=-—1 R

B >

X
%ﬁ%ﬁ Czech Technical University in Prague
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Labels (¥i) RGB images (x;)
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~ Classification
We model probability of image x being label +1 or -1 as

o(f(x,w — 41 Y1 ;
p(yx,w){ (f(x,w)) Y=+ Lot

l—o(f(x,w)) y=—-1 "o

Linear classitier model probabilityTof
being from class +1as p =0 (W X)

What is dimensionality of X and w?
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Labels (¥i) RGB images (x;)
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Classification
Example: Linear classifier
def classify(E): w' x| = 2.5 score

# Linear c/ass/f/er/v
x = vec( E )
p=0 (WTE)

return P

)%}5 Czech Technical University in Prague
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Labels (¥i) RGB images (x;)
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Classification
Example: Linear classifier
def cIassify(E): w'_J|x| = 2.5 score
# Linear c/ass/f/V 12
X = vec( E ) 1.0 e
0.8 :
p=0 (WTE) 0.6 :
t 0.4 /
return P 0.2
e — []_[]4-:—" / ¥
-5 -3 -1 1 3 5
%ﬁf’%ﬁ Czech Technical University in Prague
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Labels (¥i) RGB images (x;)
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Classification
Example: Linear classifier
det cIassify(E): w' Xl = 2.5 score
# Linear classifier -
x = vec( E ) S — .
T 0.6
p=0 (W i) 0.6
0.4
return P= ¢(2.5)|=0.92 - _
'S it a good classifier?”'s 5 4 1 T3
)%1@%}& Czech Technical University in Prague
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Show python code
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Labels (¥i) RGB images (x;)
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Training
Training = search for unknown parameters w

which fits a given data

Training data

%&g‘%ﬁ Czech Technical University in Prague
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Labels (¥i) RGB images (x;)

whigh fifs a given data
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Labels (¥i) RGB images (x;)
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Labels (¥i) RGB images (x;)
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Training

p(y|x, w) = {U(f(X,w)) y = P

Probability of observing ¥: when measuring x; is
)%) Czech Technical University in Prague
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Labels (¥i) RGB images (x;)
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Training

which fits a given data

folew)  y=1
b = {1 ~o(feew) y= -

Probability of observing ¥: when measuring x; is
)%) Czech Technical University in Prague
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Labels (¥i) RGB images (x;)
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Training
Training = search for unknown parameters w

which fits a given data

folew)  y=1
b = {1 ~o(feew) y= -

Probability of observing ¥: when measuring x; is
)%) Czech Technical University in Prague
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WoO-class classification problem

plylx, w) = {U(f(xv w)) y = +1

XU(X’W)) y=—1

w* = argmin (Z — log(p(yilxi, w))

W

1




WoO-class classification problem

plylx, w) = {U(f(xv w)) y = +1

X(f(&w)) y = —1

w* = argmin (Z — log(p(yilxi, w))

W

{

0ss =0
for each (x, y) from training set:
o = sigmoid( f(x,w) )
ify==1:

loss = loss + -log(p)

else:
loss = loss + -log(1-p)

,b%ﬁ? T Czech Technical University in Prague
J p)?‘:g Faculty of Electrical Engineering, Department of Cybernetics



Equivalence of common binary ¢

plylx, w) = {U(f(xv w)) y = +1

assification losses

X(f(x’w)) y=—1

W

w* = argmin (Z — log(p(yilxi, w))

1

= —log [o(y: f(xi, w))]

—

Logistic loss

log [1 + exp(—y; f(xi, W))]

,b%ﬁ? T Czech Technical University in Prague
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Equivalence of common binary classification losses
&

Logistic loss
log [1 + exp(—y; f(xi, W))]

-4 -3 -2 -1 \11_ 3 4

*

vi (s, W)

Wﬁ Czech Technical University in Prague
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Equivalence of common binary classification losses
o(f(x,w y = +1 y=1
plylx, w) = § 7 W) Lo
XU(X,W)) y——1 y =10
w* = argmin (Z — log(p(yi|xi, w))
0ss =0
for each (x, y) from training set:
P = [1-sigmoid( f(x,w) );
sigmoid( f(x,w) )]
loss = loss + -log(P[y])
iﬁa}& Czech Technical University in Prague
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Equivalence of common binary ¢

Dyl w) — {a(f(x, w))

X(f(x’w)) y = —1

— log(p(yi|xi, W))

w = arg m“i,n (Z

y = +1

-1
—

0ss =0

sigmoid(

for each (x, y) from training set:
P = [1-sigmoid( f(x,w) );

(X,w) )]

oSS = |oss + -

og(Ply])

/

— log

BT Czech Technical University in Prague

- 1—o(f(xi,w))
Co(f(xiw) |

assification losses

NadlNag
|
O =

WA
] W Faculty of Electrical Engineering, Department of Cybernetics 29



Equivalence of common binary classification losses

{a(f(x,w» y=+1

NadlNag
|
O =

p(y|X,W) —

X(f(x’w)) y = —1

w* = argmin (Z — log(p(yilxi, w))

W

-1
—

1

~
1o 1 —o(f(xs,w))
1g_ o(f(xi,w)) 13,
~

Cross-entropy loss

—[ g -log (o(f(xi,w))) + (1 = %) -log (1 — o f(xs,W))) |

_ y; + 1
&i’;” : Czech Technical University in Prague
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Equivalence of common binary classification losses

plylx, w) = {J(f(xv w)) y = +1

\U(X’W)) y = —1

w* = argmin (Z — log(p(yilxi, w))

W

1

= —log [o(y: f(xi, w))]

&
Logistic loss

log [1 + exp(—y; f(xi, W))]

&
Cross-entropy loss

—[ﬂz"log (U(f(Xz',W))) + (1 — ;) - log (1—U(f(Xz',W))”

;i + 1

31



Labels (¥i) RGB images (x;)
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Training
Example: Training Imear classifier

def train --%H.-

-1 -1 -1

x; = vec( )V,

return w™

%%8 Czech Technical University in Prague
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Labels (¥i) RGB images (x;)
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Training
Example: Training Imear classifier

def train - . %H . .

-1 -1 -1

x; = vec( )V,

. _l__
w* = arg min g log [1 + exp(—y; W Xz)}
W
)
return w™
%ﬁi Czech Technical University in Prague
/ - Faculty of Electrical Engineering, Department of Cybernetics 33



Labels (¥i) RGB images (x;)

-1 EH'.E‘H..Q

Training
Example: Training ||near classifier score
—2.5
wrvor B TR
-1 -1 =1 ):
x; = vec( ) Small w'x;
« . while y; = —1
W~ = argmin log |1+ ex —-
gmin } _log [1+ exp( yz.}
0
return w*
%}5 Czech Technical University in Prague
/% Faculty of Electrical Engineering, Department of Cybernetics 34



Labels (¥i) RGB images (x;)
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Training
Example: Training Imear classifier

def train -IQHI. —(=1) x (=2:5)

-1 -1 -1

x; = vec( )V,

W' = arg min Z log [1 + exp

return w”
%ﬁi Czech Technical University in Prague
/ : Faculty of Electrical Engineering, Department of Cybernetics 35



Labels (Yi) RGB images (x;)
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Training
Example: Training Imear classifier

def train . . %H ' .

-1 -1 -1

x; = vec( )V

i log |1 + exp(—

T__

W = arg min Yi W X

W

return w”*

Czech Technical University in Prague
Faculty of Electrical Engineering, Department of Cybernetics

e

0.03

Small loss for
for smallw ' x;
while y; = —1

36



Labels (¥i) RGB images (x;)
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Training
Example: Training Imear classifier

2.9
ot v [ P R Y
-1 -1 -1 )
Xi = vec( ) Vi Large w ' X;
. while y; = —1
W' = arg min Z log [1 + exp(—yi} Yi
v 1
return w”
%ﬁi Czech Technical University in Prague
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Labels (¥i) RGB images (x;)
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Training
Example: Training Imear classifier

def train -.%H
—1
x; = vec(

) Vi
W' = arg min Z log [1 + exp

- —(—1 2.
‘\o- ( )X 0

—1

return w”
%ﬁi Czech Technical University in Prague
/ : Faculty of Electrical Engineering, Department of Cybernetics 38



Labels (¥i) RGB images (x;)
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Training
Example: Training Imear classifier

def train ..% IH'. 1.12
-1 -1 =1 ):
x; = vec(

w* = argmin » (log |1+ exp(—

W

Huge loss
for large w ' x;
} while y; = —1

)

T__
Y; W Xy

return w*
%}5 Czech Technical University in Prague
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W

A

*

= arg min Z log -+ eXP( Yi W X’L)}

W

Czech Technical University in Prague
Faculty of Electrical Engineering, Department of Cybernetics
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w™ = arg min Z log [1 + exp(—y; WTE)]

W

L(w)

e There is no closed-form solution

* (Gradient optimization
- 1T
W — W — OLW) | where 9£W) _ 2
Ow Oow

,f%é?&ﬁ Czech Technical University in Prague
J g\)/?&:g Faculty of Electrical Engineering, Department of Cybernetics



w™ = arg min Z log [1 + exp(—y; WTE)]

W

L(w)

e There is no closed-form solution
* (Gradient optimization

_ OL(w) TWhere OL(w) _ —yiX;
w=w—da OwW ow N Z 1+ exp(y,,;WTE-)

“”Qig Czech Technical University in Prague

] W78 Faculty of Electrical Engineering, Department of Cybernetics 42



W' = arg min
W

» log [1+ exp(—y;

T__

W X

)

W — W —

Ow

Learned weights

as a template:

Czech Technical University in Prague

L(w)

e There is no closed-form solution
e (GGradient optimiza

O0L(wW)

on

where

L(w)

automobile

Ow

2

1

_T
—Yi X;

1 + exp(y;w'X;)

%’/
f . ﬁ Faculty of Electrical Engineering, Department of Cybernetics 43
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Show python code

Czech Technical University in Prague
Faculty of Electrical Engineering, Department of Cybernetics
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Labels (¥i) RGB images (x;)
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Three-class recognition problem:

%}ﬁ Czech Technical University in Prague
AN 7 Faculty of Electrical Engineering, Department of Cybernetics 45



Labels (¥i) RGB images (x;)
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Three-class recognition problem:

def Classify(E):

077
return P
%}5 Czech Technical University in Prague
MR 5] Faculty of Electrical Engineering, Department of Cybernetics 46



Labels (¥i) RGB images (x;)
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Model probabillity distribution over classes by softmax function

i exp(f(x, w1)) ]
plyx,W) = | exp(f(x,wz)) | / Zexp X, W) = s(f(x,W))
i GXp(f(X,Wg)) _
%}5 Czech Technical University in Prague
/ . Faculty of Electrical Engineering, Department of Cybernetics 47



Labels (¥i) RGB images (x;)
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Sl N

Three-class recognition problem: ] _
—2
def Classify(E): W < = | +1
# Linear classifier |~ | -0
X = Vec - - - -
(&) 27\ 7o
p = s(WX) s| | +1|]=1] 071
0 0.26
return p - § - -
%}5 Czech Technical University in Prague
/% Faculty of Electrical Engineering, Department of Cybernetics 48



* Classification (probability modeled by soft-max

p(y‘X,W) —

A

- .
1 -‘_\

exp(f(x, w1))

exp(f(x,w2)) | / > exp(f(

exp(f(x, W3))

N
Y3 3
21 *
IS -
>
X
Czech Technical University in Prague
Faculty of Electrical Engineering, Department of Cybernetics 49
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* Classification (probability modeled by soft-max
exp( f(x,w1))

p(ylx, W) = | exp(f(x.wa)) | /S exp(f(x, wi) = s<fw>>

- exp(f(x,w3)) k /

%ﬁi Czech Technical University in Prague
/ : Faculty of Electrical Engineering, Department of Cybernetics 50
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* Classification (probability modeled by soft-max function):
exp(f(x,w1))
p(y‘X,W) — eXp(f(X,WQ)) / Zexp X Wk (f(X,W))
| exp(f(x,w3)) _
* Probability of observing y; when measuring X; IS

p(yi|xq, W) = (f(xi,W)) y 3

%&g‘%ﬁ Czech Technical University in Prague
/% Faculty of Electrical Engineering, Department of Cybernetics o1



- =EEY -EEEZ-
. CEECENeEES
© S NE

* Classification (probability modeled by soft-max function):
exp(f(x,w1))
p(y‘X,W) — eXp(f(X,WQ)) / Zexp X, Wk (f(X,W))
| exp(f(x,w3)) _
* Probability of observing y; when measuring X; IS

p(yi|Xi7w) — Syi(f(xivw)) y3_A
9

- Training: MLE estimate of W .

W* = arg mﬁlnz —log sy, (f(x;,W))

)%}5 Y Czech Technical University in Prague
/% Faculty of Electrical Engineering, Department of Cybernetics o2
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* Classification (probability modeled by soft-max function):
exp(f(x,w1))
p(y‘X,W) — eXp(f(X,WQ)) / Zexp X, Wk (f(X,W))
| exp(f(x,w3)) _
* Probability of observing y; when measuring X; IS

p(yi|Xi7w) — Syi(f(xivw)) y3_A
9

- Training: MLE estimate of W .

W* = arg mﬁlnz —log sy, (f(x;,W))

)%}5 Y Czech Technical University in Prague
/% Faculty of Electrical Engineering, Department of Cybernetics 53




Labels (¥i) RGB images (x;)
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T T =1 k.
1 1 1 2 2 2 3 3 3 )
Xi:VGC(E)

W" = arg min Z —logs,, (WX;))

return w*
%}5 Czech Technical University in Prague
MR 5] Faculty of Electrical Engineering, Department of Cybernetics o4



Yi = 2

C 003 ]| = -—logs, (WX;) = —1log(0.71) = 0.15

)= 0.71 S

- 0.26 | | Car classified as car yields small loss

et train [ M 7. M (e o e |
1 1 1 2 2 2 3 3 3 )
Xizvec()

W" = arg min Z —logs,, (WX;))

return w*

%ﬁ Czech Technical University in Prague
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- 0.03 = —logs,,(WX;) = —1log(0.03) = 1.52
S(Wfi) — 0.57 /

- 0.40 Plane classified as car yields huge loss

sorvor N T A E W
1 1 1 2 2 2 3 3 3 )
Xi:VGC(%\‘)

W" = arg min Z —logs,, (WX;))

return w*

%%% Czech Technical University in Prague
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e rain [ 7 N e i I
1 1 1 2 2 2 3 3 3 )
XZ':VGC(%)

W" = arg min Z —logs,, (WX;))

return w*

S0 Czech Technical University in Prague
\ Faculty of Electrical Engineering, Department of Cybernetics 57




Dataset Learned weights of linear classitier Accuracy

91%
CIFAR-10 I
airplane 37%

Demo: https://ml4a.github.io/ml4a/looking_inside_neural_nets/

S0 Czech Technical University in Prague
3 Faculty of Electrical Engineering, Department of Cybernetics o8



https://ml4a.github.io/ml4a/looking_inside_neural_nets/
https://ml4a.github.io/ml4a/looking_inside_neural_nets/

W

w* = argmin (Z — log(p(yq:IXuW))) + (= logp(w))

1

loss function prior/regulariser
) _ O-(f(Xa W)) Y = +1
1 —O'(f(X,W)) y=—1

. Classification: p(y|x, w

e Choice of f(x,w) is crucial

BT Czech Technical University in Prague

P . . . .
] W Faculty of Electrical Engineering, Department of Cybernetics o9



w* = arg m“ifn Z —log(p(y;|xi, w)) ||+ (—logp(w))
loss function prior/regulariser
o(f(x,w)) y = +1

Classification: ?(y|x, W) =

L —o(f(x,w))

-
y -

e Linear f(x, w) cannot generate wild decision boundary

-ID example: e ————

% 0 J\A Czech Technical University in Prague
] ®risT Faculty of Electrical Engineering, Department of Cybernetics
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*

W

1

w* = argmin|( S~ log(p(ylxs, w)) ||+

l0SS function
o(f(x,w))
1l —o(f(x,w)) y=-1

Classification: ?(y|x, W) =

(_

logp(w))

prior/regulariser
y = +1

e Linear f(x, w) cannot generate wild decision boundary

OO0 O

1D example:

00O

X XXX X

% 0 J\A Czech Technical University in Prague
] ®risT Faculty of Electrical Engineering, Department of Cybernetics
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*

W

1

w* = argmin|( S~ log(p(ylxs, w)) ||+

l0SS function
o(f(x,w))
1l —o(f(x,w)) y=-1

Classification: ?(y|x, W) =

(_

logp(w))

prior/regulariser
y = +1

e Linear f(x, w) cannot generate wild decision boundary

1D example:

OO0 X XXX X000

>
X

% 0 J\A Czech Technical University in Prague
] ®risT Faculty of Electrical Engineering, Department of Cybernetics
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w* = argmin|( » —log(p(yi|xi, w)) ||+ (~logp(w))

W

1

loss function prior/regulariser

o( (X, W = +1

» Classification: p(y|x, W) = (W) T
1_U(f(X7W)) y——1

e Linear f(x, w) cannot generate wild decision boundary

A o 5 1 y X
00
@) o @) %
2D example: < 0 L x
S >
XOR circle
é—@;’ X Czech Technical University in Prague
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w* = argmin|( » —log(p(yi|xi, w)) ||+ (~logp(w))

W

1

loss function prior/regulariser

o( (X, W = +1

» Classification: p(y|x, W) = (W) T
1_U(f(X7W)) y——1

« Wild f(x,w)with high-dimensional W
suffers from the curse of dimensionality and overfitting

OO0 X0 X X

1D case

(44 ;H’:'l I . . . .
RR Czech Technical University in Prague

IR\pY) Faculty of Electrical Engineering, Department of Cybernetics



w* = arg min Z—log(p(yi\XuW)) + (—log p(w))

loss function prior/regulariser

o( (X, W = +1

» Classification: p(y|x, W) = (W) T
1_U(f(X7W)) y——1

« Wild f(x,w)with high-dimensional W
suffers from the curse of dimensionality and overfitting

(@)
© X X X
OO0 X0 X X (@)
> >
1D case 2D case

RS, Czech Technical University in Prague
] Wiy Faculty of Electrical Engineering, Department of Cybernetics



w* = argmin|( » —log(p(yi|xi, w)) ||+ (~logp(w))

W

1

loss function prior/regulariser

o( (X, W = +1

» Classification: p(y|x, W) = (W) T
1_U(f(X7W)) y——1

« Wild f(x,w)with high-dimensional W
suffers from the curse of dimensionality and overfitting

o)
o)
x X x 277
00 X0 X X o
> >
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W

w* = argmin (Z — log(p(yixi,W))) + (= logp(w))

1

loss function prior/regulariser
- {J(f(X,W)) y = +1
1 —o(fx,w)) y=-1

« Wild f(x,w)with high-dimensional W
suffers from the curse of dimensionality and overfitting
« We exploit prior p(W) to restrict the wildness of f(x, w)

. Classification: p(y|x, w

e | 2regulariser  p(w) =Nw(0,0%) = |wl|5
e L1 reqgulariser, L1+L2 regulariser (elastic net)
* prior on f(x,w) structure (e.g. consists of convolutions)

e patch normalization
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Conclusions

Explained regression and linear classifier as MAP/ML
estimator

Discussed under/overfitting and regularisations

Next lesson will go deeper

Competencies required for the test T1

Derive MAP/ML estimate for two-class and K-class
classitication problem.

Compute logistic-loss and cross-entropy-10ss
Understand when classifier has high/low values.
Understand when loss has high/low values.

Czech Technical University in Prague

] Wiy Faculty of Electrical Engineering, Department of Cybernetics

68



