Learning 101

Learning formulation and issues, regression, classification

Pre-requisites;
* |inear algebra,
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Motivation example: estimation of a motion model
 \What do | need to build a motion model?
* Algorithm that maps x ony (or prob distr of y)
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Motivation example: estimation of a motion model
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Motivation example: estimation of a motion model
 \What do | need to build a motion model?
* Algorithm that maps x ony (or prob distr of y)
* This algorithm has some parameters => how to find them? => +l0ss+opt
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Motivation example: estimation of a motion model

e Let's i mplement it! loss = 77?7
opt = 7?7?77
motion Y
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trn data D = {x1,y1... XN, YN}



Motivation example: estimation of a motion model

e |et's implement it! l0SS: arg m“irﬂ Z(_— yq;)2

w = np.array([-2.0, 2.0])
Opt::for 1 in range(0, 10):
dy = w[0] * X + w[l] -V
loss = np.sum(dy * dy)
w=w - 0.1 * grad(loss, w)
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Motivation example: estimation of a motion model
What do | need to build a motion model?
Algorithm that maps x on y (or prob distr of y)
This algorithm has some parameters => how to find them” => loss+trn data+opt

SOLVED

How to decide that the algorithm works well? => tst data
What if the algorithm does not work well? What could go

ong”
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What can go wrong: inputs x does not allow to predict y

VS

X
predicting person’s age from face image predicting oil prices



What can go wronqg: inputs x does not _eﬂow_tgpredict \'4

Hubert Pllél’k (14 October 1891 -9 September 1951)

s

A Deep Neural Network Model to Pred/ct Criminality Using Image Processing
https.//medium.com/@ CoalitionForCritical Technology/abolish-the-
techtoprisonpipeline-9b5b14366b16



https://medium.com/@CoalitionForCriticalTechnology/abolish-the-techtoprisonpipeline-9b5b14366b16
https://medium.com/@CoalitionForCriticalTechnology/abolish-the-techtoprisonpipeline-9b5b14366b16

What can go wrong: trn/tst data distribution mismatch

INVidia, CVPR, 2016] Statistical consistency issues

human Y*
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trndata: D= {x1,y1...XN, YN} tst data: 10



What can go wrong: inappropriate model

motion Y
| robot  —
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inear function => underfitting

Underfitting happens due to: WO,
e oversimplified models 4%&
e nability to measure ot Y] D
important features "OLOLS x
MOotion -

// engine torgqu

trn data: D = {Xl, Y1 ...-XN, ?/N} tst data: 11



What can go wrong: inappropriate model
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log function => good fit
Good model provides:

* good generalization
(less sensitive to trn/tst mismatch) oy
robot’s

motion

// engine torgqu

trndata: D ={x1,y1...Xn,Yn} tst data: 12



What can go wrong: inappropriate model

motion Y
robot  —
enginetorque x @ @
terrain
Overfitting happens due to:
e model complexity complicated function=>overfitting

e effort to interpret noise
(in features that has no J 1 y

connection with the problem) robot’s
Do humans overfit? motion y
engine tor

trndata: D ={x1,y1...Xn,Yn} tst data: 13



What can go wrong: inappropriate model

Overtitting happens due to:

» model complexity
* pad features

Do humans overfit?
Apofenia=human overfitting
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What can go wrong: learning fails to find good model parameters
due to hyper-parameters, local optima, bad initialization ...

reasonable learning rate too big learning rate




What can go wrong: inappropriate choice of loss function
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What can go wrong: inappropriate choice of loss function
RGB image

grayscale image

XE[MXN
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What can go wrong: inappropriate choice of loss function
RGB image

grayscale image
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What can go wrong: inappropriate choice of loss function
RGB image

grayscale image
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What can go wrong: inappropriate choice of loss function
y € [ 3IXMXN

Generative networks

winter image

X € [ IXMXN

summer image
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What can go wrong: inappropriate choice of loss function
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3D pose regression
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What can go wrong: inappropriate choice of loss function
|Heess 2017 https://arxiv.or 1/707.02286

This agent, trained on several terrain types, has
never seen the "see-saw" terrain.
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https://arxiv.org/abs/1707.02286

What can go wrong: inappropriate choice of loss function

e Can | treat problem as regression” Motivation example: classification
o Suffers from:

e pbad optimization,

* enforced ordering (loss for misclasitying mud-to-tarmac << mud-to-sand)

e cannot model: "mud or sand but definitely not tarmac”.

vertical accelerations X I water i, T O
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terrain Y X

trndata: D ={x1,y1...Xn,Yn} 23



Motivation example: classification

mud

vertical accelerations x 1 water -

H tarmac --

. sand
terrain Y

trndata: D ={x1,y1...Xn,YnN} 24



Motivation example: classification

mud

vertical accelerations x 1 water -

H farmac -

. sand
terrain Y

trn data: D = {x1,v1...XN,UN ]
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Motivation example: classification

» 4 functions predicting class probabilities p(yilx, wp), p(y,|x,wy), ...

vertical accelerations x 1 water -

H tarmac -

. sand
terrain Y

trndata: D ={x1,y1...Xn,YnN} %



Motivation example: classification

e 4 functions predicting class probabilities p(y; |x, wy), p(ylx,wy), ...
* that sum up to one over classes for given X Zp(yilx, w) =1
» Loss pull blue function up for blue points, etc..! what is a suitable shape?

and tarmac water

vertical accelerations x 1

terrain Y

trndata: D ={x1,y1...Xn,YnN} o7
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Motivation example: classification
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Competencies required for the test T1

Model (or Architecture/Program) with parameters => learning
Learning = loss + trn data + optimization procedure

Evaluation = measuring performance (not necessary l0ss) on tst data

What could go wrong?

* INputs x does not allow to predict y

e trn/tst data distribution mismatch

* model does not generalize well

* |earning fails to find good parameters
e Nnappropriate choice of loss function

Regression vs Classification
Next lecture: Linear classitication of RGB images



