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Key features

I Deep learning-based
I Prediction/correction network
I Fast (11s on 1GPU for a 3D volume)
I Diffeomorphic transformation
I Large deformations (large deformation diffeomorphic metric mapping

- LDDMM)
I Patch-based, patch pruning
I Uncertainty quantification
I Multimodal registration
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Formulation

Differential formulation
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Classical solution

I forward transformation - follow a particle in v . Ensures diffeomorphy
I optimization

I current mismatch
I solve (adjoint) system backward
I gradient of the velocity field at all t
I update v
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Shooting formulation

I find the shortest path (geodesics) between images
I geodesic parameterized by initial Φ−1and momentum m= Lv
I m supported mainly on image edges,
I v is a smoothed momentum, v = L−1m
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Method

I predict m patch-by-patch
I train network to predict m
I training data - m found by numerical optimization
I m well predicted from patches, does not have to be smooth, zero in

homogeneous regions

I large stride, drop background patches
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Network structure

encoder/decoder, l1loss function on m (not E ),
3 decoders (easier to train)
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Probabilistic network

I Instead of y = f (x), predict p(y |x.X ,Y )for training data X ,Y
I variational inference for network weights W ,minimize KL divergence

of q(W ) and p(W |X ,Y )

I →dropout with probability 0.2

I result=mean, variance →uncertainty estimate
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Prediction/correction

I trained sequentially
I Mand T ◦Φ are in the same coordinate space, can be added
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Datasets

I T1, T2 MR images
I training m obtain from T1 images →learn also multimodal T1-T2

registration
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Atlas-to-image example

blue - low uncertainty
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Prediction/correction experiments
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Quantitative results
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Target overlap
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Multimodal registration
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