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3) Gradients 

● Use Chain rule
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4)  Compute L2 loss from prediction and label. Add loss 
into computational graph
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5) Compute loss gradients. Update weights.
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