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1 Introduction

The aim of this task is to introduce identity verification using dynamic signature. The basis
of verification method is formed by comparison of given signature to verified templates,
stored in a database. Various methods can be used for such comparison, out of which
two will be presented in this lab exercise: statistical modelling-based algorithm called
Gaussian Mixture Model (GMM) and an algorithm based on direct comparison of
two sequences: Dynamic Time Warping (DTW). You will be provided with Signature
Toolbox for Matlab, which contains basic functions together with already implemented
method for handling GMM and a skeleton function for Dynamic Time Warping. It will be
your task to implement the latter, which should provide you with deep understanding of
this method, applicable on a wide range of problems. Then, you will compare performance
of both algorithms on a SVC2004 database (description in [3]). The last task will be to
attempt to falsify selected signature and evaluate the results.

2 Theoretical background

Classical signature, as a biometrical means for document verification is notorically known.
On the contrary, dynamic signature extends the classical form by temporal information,
as well as other personal properties such as pressure sensitivity or pen tilt. To capture this
information, electronical tablet is commonly used.

Considering two basic tasks in biometrics: identification and verification, dynamic sig-
nature applies exclusively to verification - i.e. verification of person’s identity using his/her
signature. Thus, input to the verification algorithm is signature itself and corresponding
claimed identity. To carry out the verification process, model of the signature is necessary,
which is typically formed by a database of sampled signatures (commonly about 10 sam-
ples). The higher the number of signatures in the database, the less the intra-class vari-
ability in signature of the same person matters. In the verification procedure itself, the
model for claimed identity is compared to the given signature and a similarity measure is



calculated and used to determine whether the provided matches the database record or
not. In this particular exercise you will calculate similarity using the already mentioned
GMM and DTW methods. The decision threshold, necessary to decide what value of the
similarity measure is appropriate to claim match/non-match is set to conform to desired
False accept rate (FAR) and False reject rate (FRR) requirements.

2.1 Input signatures, preprocessing

As stated above, a digitally sampled dynamic signature provides information about contour
and its formation in time. Moreover, information about pressure level and pen tilt and
other properties can be obtained. These properties are commonly referred to as features
and are captured at discrete time steps t = 1..T. Let us denote the individual features:
x¢, Yy for position and py, ¢y, 0; for pressure tilt and skewness. It is also possible generate
more features as a combination or transformation of basic ones. Examples of commonly
used derived features are velocity v, = [|[£, 2]|| and acceleration a; = || [%, %] I|.

All the features mentioned in the previous paragraph form a feature set. For the purpose
of verification, it turns out very useful to use only a subset of those features. Only the
features with maximum discrimination power in determination of true or falsified signature
are kept, the rest is discarded. Commonly, the basic features are position, velocity and
acceleration or pressure. Experiments with different feature sets will be one of your tasks
in this assignment.

Another factor, influencing the model, is preprocessing: It is necessary to align the
signatures to comparable center (e.g. the center of gravity) and normalize their size to
a defined range. The last significant issue is the number of signatures, used for model
creation. As a part of this exercise, you will experiment with all these parameters and test
their influence on performance of the system.

2.2 Signature Toolbox

You are provided with Signature Toolbox for Matlab, which maintains basic functionality
for signature import and processing. The toolbox includes functions for data import and
feature extraction, as well as calculation of derived features. Implemeted functions for
GMM modeling provide model creation and signature scoring functionality. There is also
empty skeleton function for DT'W which you will implement yourself. More detailed toolbox
description can be found in Appendix A.

2.3 Similarity measure using Gaussian mixture model

The principle of a GMM based system can be described as follows:

e n features are derived from the signature z ..., , each captured at discrete times
t=1...T.

e During the learning phase, probability distribution for each feature x; ...z, for each
time step is estimated from the input data. If there are more signatures in the training



set, they are all taken into the calculation for each feature. This way, we obtaion n
probability distributions P; ... P,

e Then, when evaluating match of the model to given signature, we use log-likelihood
function: score = 31"y Y1 In[Pi(X = ;)]

2.4 Similarity measure using Dynamic time warping

In the case of similarity measure using DTW, there is no model learning, just storing chosen
number of signatures to database. In the recognition phase, given signature is compared to
records in database using DTW measure(see lectures or [2]). The algorithm for calculation
of similarity between two (in general n-dimensional) vectors is as follows:

e Let us assume two signatures s, so formed by n features, with lengths ¢ and s.
Notation is the same as in previous case.
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e Comparison using DTW can be calculated using the following algorithm: i) A matrix
D of size (t+ 1,5+ 1) is created, initiated with D(1,1) = 0, D(i,1) = inf, D(1,j) =
inf,i =2...n,5 =2...m. %) The remaining fields in the matrix D are calculated as

follows:
D(i,j) = ||s1(t = 1,:) = s2(j — 1,))[| + min{  D(i—1,5)
D(i —1,5— 1)
l|s1(i—1,:) —s2(j —1,:)|| denotes euclidean distance between (i-1)-th row (sample) of

signature s; and (j- 1) th row of signature s, i.e. \/Zd 1516 —1,d) — so(5 — 1,d))%
e In the end, mutual distance of both vectors is accumulated in dist = D(t +1,s+1).

To obtain the similarity measure, we calculate distances between the tested signature and
all signatures stored in the database, consecutively. Then, we calculate similarity as a
negative mean value of the calculated distances. The negative serves to maintain higher
(less negative) similarity value for closer samples.

3 Assignment

1. Each student obtains 15 signatures of different persons, including corresponding iden-
tification. In the first step, create a model for each person using provided GMM me-
thod and choose similarity threshold (minimum score, at which we claim signature
matches the database record). Evaluate, what is the False accept rate (FAR, or ratio
of incorrectly matched signatures) and False reject rate (FRR, or a ratio of incorrectly
non-matched signatures) of the system at threshold value you chose. [3 b]



Next step will be to implement DTW method to Signature Toolboxu. Implement
the method, as described in section 2.4 to the respective skeleton function in the
toolboxu. Then, perform signature comparison and statistical processing, same as in
the previous step. [7 b]

The last step will be system optimization. Experiment with how does prior nor-
malization of input signatures (zero mean value and variance equalling one for each
feature) influence the obtained statistics. Further, try adding additional features such
as pressure, pen tilt or skewness. [4b]

When you have fine-tuned feature set to gain best performance, experiment with
higher number of training signatures for model creation. How does it change system
performance? [1 b]

Try to intrude your system by falsifying selected signature. You will use a graphical
tablet and our dedicated application for signature recording [5 b].

Write a brief report, documenting your solution to each step of the assignment.
You are expected to solve the task individually!

3.1
1.

A

Bonus task:

Implement another method of signature verification, from state-of-the-art literature
(comprehensive overview of current methods is given in [1]). [5 b]

Appendix: Structure of the Sigature Toolboxu.

You are provided with a Signature Toolbox in Matlab, implementing GMM verification
and containing also a signature database. The whole system can be used through following
methods:

load_data — Function for loading raw signatures. The output is a cell-array with im-
ported signatures, e.g. S = {s1, 2, ...}, where s; corresponds to signature as defined
in the previous chapter on DTW. Individual signatures can be accessed in Matlab as
follows: s; = S{i}.

preprocess — function for preprocessing of raw data.

extract_features — function for feature extraction from the raw data.
make_model — function for model learning.

score — function for calculation of score (similarity) for given signature.

ukazka — function with demo code.

All functions and their use is documented directly in the help of respective m-files
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