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CAMNEP Intrusion Detection System 

GAMNEP Project Objectives 

Adversarial Plan Recognition Game (APRG) 
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CAMNEP: Intrusion detection system 

Goal: Identify illegitimate traffic and report it to the operator 

High accuracy vs. low number of false positives 

network flow data (no deep packet inspection) 

 

 

 

 

anomaly detection (no pattern matching) 

Zero-day attacks 

Unusual legitimate behavior (changes in the network) 

Scalability 



Anomaly Detection 
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Inside CAMNEP 

Event Extraction: Converts the 
statistics into actionable output 



GAMNEP Concept 

Detection Event Extraction 

Adaptation 
Quality 

Monitoring 
Behavior 
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Adversarial Plan Recognition Game 

NetFlow Input Alerts 

Opponent Plans 



GAMNEP – IDS Interface 

Detection Event Extraction 

Adaptation 
Quality 

Monitoring 
Behavior 
Modeling 

Adversarial Plan Recognition Game 

NetFlow Input Alerts 

Opponent Plans 

Detection quality: 

Reporting the current 
quality of each knowledge 
fusion function in form of 
confusion matrix 

Observed attacker’s action: 

Reporting the detected action 
of the attacker 

SSHscan 
Portscan 
Bruteforce 
Webtraffic 

Parameter setting: 

Selecting one of the 
knowledge fusion functions 



Game Model Assumptions 

Realistic assumptions 

Both players, the attacker and the defender, are rational 

The defender can use only one classier at a time 

The quality of the classifiers does not change 

Both players know the full plan library of the attacker 

The available classifiers and their quality are known to both 

 

Simplifying assumptions 

Everybody knows when the game starts 

All actions of the attacker have equal length 

 



Adversarial Plan Recognition Game 

Actions 

Attacker: One action per stage from an attack plan 

Defender: One of the classifiers in each stage 

Information 

Attacker: Does not gain any information during the game 

Defender: Noisy observations of the attacker’s action in each stage 

Utilities 

Zero-sum: The attacker wants to execute the most dangerous plan 
unobserved 

 

Solution 

Action selection: Nash equilibrium 

Plan recognition: The most likely plan of the attacker 

 



Extensive Form Game Tree 

Attacker, Defender, Chance 



Monte-Carlo Tree Search 

Designed for full information alternating moves games 

Very successful in GO 

Applied to Amazons, Hex, Arimaa, and many other games 

Picture from Chaslot et al. 2007 



Concurrent MCTS for APRG 

Defender’s signal tree Attacker’s signal tree 



Concurrent MCTS for APRG 

1. Select a plan in the attacker’s tree using MCTS 

2. Select a “plan” in the defender’s tree with observation based 

on the attacker’s plan 

3. Compute the utility of the pair of plans 

4. Back-propagate the value in both trees 



Selection Strategy for MCTS in APRG 

UCT: Standard selection strategy for perfect information games 

Does not converge to a good solution with simultaneous 
moves 

 

Exp3.1: No regret strategy non-stochastic bandit problem 

Empirical frequencies guaranteed to converge to NE if used 
by both players in unknown game setting 



Continuous Reasoning of Observer 

What happens in the progress of the game? 

Transition using observations and Bayesian update 
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The probability of a root is probability of the plan from beginning 
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Executed plan 

WR – ex post worst selection of classifiers 

RR – random classifiers selection 

H,M,L – constant selection of one classifier 

GT – the proposed approach (200 runs) 

BR – ex post best selection of classifiers 
 

The executed plan was 
• most likely: 38.6% 
• median position: 5 



Real World Data Experiments 

5 minutes long stages  

stages with attacker’s actions are marked for the experiment 

22 defender’s classifiers (+ clustering) 

 

 

 

 

13 basic attacker’s actions with preconditions (PDDL) 

DNS requests, Horizontal scan, Port scan, DDOS to specific service, etc. 

One real and 10 simulated attacks in the data 



Experiment Results 

Mean Classifier selection method 

36.17 BR – ex post optimal selection of the classifiers 

38.68 GT – the proposed approach (limited number of samples) 

41.48 Random – selection of random classifier 

41.99 Camnep – original IDS without strategic reasoning 

47.88 WR – ex post worst selection of classifiers 

95.00 BU – the utility of attacker’s plan if it has not been observed 
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