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- 2 players...
- What are the actions of the players? $\left(A_{1}, A_{2}\right)$

■ What are their pure strategies?
Here pure strategies coincide with actions. That will change soon - next week :-)
■ What are the possible outcomes?
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The concept of pure strategies is not sufficient.
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We can extend existing concepts (dominance, best response, ...) to mixed strategies.
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Can something help us? Iterated removal of dominated strategies...
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Minmax strategies represent punishment strategies for player $-i$.

## Maxmin

What is the maxmin strategy for the row player in this game?
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... but we can prove something stronger ...

## Maxmin and Von Neumann's Minimax Theorem

Theorem (Minimax Theorem (von Neumann, 1928))
In any finite, two-player zero-sum game, in any Nash equilibrium each player receives a payoff that is equal to both his maxmin value and the minmax value of his opponent.
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Consequences:
$1 \max _{s_{i}} \min _{s_{-i}} u_{i}\left(s_{i}, s_{-i}\right)=\min _{s_{-i}} \max _{s_{i}} u_{i}\left(s_{i}, s_{-i}\right)$
2 we can safely play Nash strategies in zero-sum games
3 all Nash equilibria have the have the same payoff (by convention, the maxmin value for player 1 is called value of the game).
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$$
\begin{align*}
\max _{s, U} U &  \tag{1}\\
\text { s.t. } \sum_{a_{1} \in \mathcal{A}_{1}} s\left(a_{1}\right) u_{1}\left(a_{1}, a_{2}\right) \geq U & \forall a_{2} \in \mathcal{A}_{2} \\
\sum_{a_{1} \in \mathcal{A}_{1}} s\left(a_{1}\right)=1 & \\
s\left(a_{1}\right) \geq 0 & \forall a_{1} \in \mathcal{A}_{1} \tag{2}
\end{align*}
$$

Computing a Nash equilibrium in zero-sum normal-form games can be done in polynomial time.
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The problem is more complex for general-sum games (LCP program):

$$
\begin{array}{rll}
\sum_{a_{2} \in \mathcal{A}_{2}} u_{1}\left(a_{1}, a_{2}\right) s_{2}\left(a_{2}\right)+q\left(a_{1}\right)=U_{1} & \forall a_{1} \in \mathcal{A}_{1} \\
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s_{1}\left(a_{1}\right) \cdot q\left(a_{1}\right)=0, s_{2}\left(a_{2}\right) \cdot w\left(a_{2}\right)=0 & \forall a_{1} \in \mathcal{A}_{1}, \forall a_{2} \in \mathcal{A}_{2}
\end{array}
$$

Computing a Nash equilibrium in two-player general-sum normal-form game is a PPAD-complete problem. The problem gets even more complex (FIXP-hard) when moving to $n \geq 3$ players.
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## Definition (Regret)

A player $i$ 's regret for playing an action $a_{i}$ if the other agents adopt action profile $a_{-i}$ is defined as

$$
\left[\max _{a_{i}^{\prime} \in \mathcal{A}_{i}} u_{i}\left(a_{i}^{\prime}, a_{-i}\right)\right]-u_{i}\left(a_{i}, a_{-i}\right)
$$
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## Definition (MinimaxRegret)

Minimax regret actions for player $i$ are defined as

$$
\arg \min _{a_{i} \in \mathcal{A}_{i}} \max _{a_{-i} \in \mathcal{A}_{-i}}\left(\left[\max _{a_{i}^{\prime} \in \mathcal{A}_{i}} u_{i}\left(a_{i}^{\prime}, a_{-i}\right)\right]-u_{i}\left(a_{i}, a_{-i}\right)\right)
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Robert Aumann

## Correlated Equilibrium

## Correlated Equilibrium

## Definition (Correlated Equilibrium (simplified))

Let $\mathcal{G}=(\mathcal{N}, \mathcal{A}, u)$ be a normal-form game and let $\sigma$ be a probability distribution over joint pure strategy profiles $\sigma \in \Delta(\mathcal{A})$. We say that $\sigma$ is a correlated equilibrium if for every player $i$, every signal $a_{i} \in \mathcal{A}_{i}$ and every possible action $a_{i}^{\prime} \in \mathcal{A}_{i}$ it holds

$$
\sum_{a_{-i} \in \mathcal{A}_{-i}} \sigma\left(a_{i}, a_{-i}\right) u_{i}\left(a_{i}, a_{-i}\right) \geq \sum_{a_{-i} \in \mathcal{A}_{-i}} \sigma\left(a_{i}, a_{-i}\right) u_{i}\left(a_{i}^{\prime}, a_{-i}\right)
$$
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## Definition (Correlated Equilibrium (simplified))

Let $\mathcal{G}=(\mathcal{N}, \mathcal{A}, u)$ be a normal-form game and let $\sigma$ be a probability distribution over joint pure strategy profiles $\sigma \in \Delta(\mathcal{A})$. We say that $\sigma$ is a correlated equilibrium if for every player $i$, every signal $a_{i} \in \mathcal{A}_{i}$ and every possible action $a_{i}^{\prime} \in \mathcal{A}_{i}$ it holds

$$
\sum_{a_{-i} \in \mathcal{A}_{-i}} \sigma\left(a_{i}, a_{-i}\right) u_{i}\left(a_{i}, a_{-i}\right) \geq \sum_{a_{-i} \in \mathcal{A}_{-i}} \sigma\left(a_{i}, a_{-i}\right) u_{i}\left(a_{i}^{\prime}, a_{-i}\right)
$$

## Corollary

For every Nash equilibrium there exists a corresponding Correlated Equilibrium.

## Computing Correlated Equilibrium
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Computing a Correlated equilibrium is easier compared to Nash and can be found by linear programming even in general-sum case:

## Computing Correlated Equilibrium

Computing a Correlated equilibrium is easier compared to Nash and can be found by linear programming even in general-sum case:

$$
\begin{aligned}
\sum_{a_{-i} \in \mathcal{A}_{-i}} \sigma\left(a_{i}, a_{-i}\right) u_{i}\left(a_{i}, a_{-i}\right) \geq \sum_{a_{-i} \in \mathcal{A}_{-i}} \sigma\left(a_{i}, a_{-i}\right) u_{i}\left(a_{i}^{\prime}, a_{-i}\right) \\
\forall i \in \mathcal{N}, \forall a_{i}, a_{i}^{\prime} \in \mathcal{A}_{i}
\end{aligned}
$$

$\sum_{a \in \mathcal{A}} \sigma(a)=1 \quad \sigma(a) \geq 0$
$\forall a \in \mathcal{A}$
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Finally, consider a situation where an agent is a central public authority (police, government, etc.) that needs to design and publish a policy that will be observed and reacted to by other agents.


- the leader - publicly commits to a strategy
- the follower(s) - play a Nash equilibrium with respect to the commitment of the leader

Stackelberg equilibrium is a strategy profile that satisfies the above conditions and maximizes the expected utility value of the leader:

$$
\underset{s \in \mathcal{S} ; \forall i \in \mathcal{N} \backslash\{1\} s_{i} \in B R_{i}\left(s_{-i}\right)}{\arg \max } u_{1}(s)
$$
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## Computing a Stackelberg equilibrium in NFGs

The problem is polynomial for two-players normal-form games; 1 is the leader, 2 is the follower.

Baseline polynomial algorithm requires solving $\left|\mathcal{A}_{2}\right|$ linear programs:

$$
\begin{aligned}
\max _{s_{1} \in \mathcal{S}_{1}} & \sum_{a_{1} \in \mathcal{A}_{1}} s_{1}\left(a_{1}\right) u_{1}\left(a_{1}, a_{2}\right) \\
\sum_{a_{1} \in \mathcal{A}_{1}} s_{1}\left(a_{1}\right) u_{2}\left(a_{1}, a_{2}\right) & \geq \sum_{a_{1} \in \mathcal{A}_{1}} s_{1}\left(a_{1}\right) u_{2}\left(a_{1}, a_{2}^{\prime}\right) \quad \forall a_{2}^{\prime} \in \mathcal{A}_{2} \\
\sum_{a_{1} \in \mathcal{A}_{1}} s_{1}\left(a_{1}\right) & =1
\end{aligned}
$$

one for each $a_{2} \in \mathcal{A}_{2}$ assuming $a_{2}$ is the best response of the follower.

