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Almost like search, ...




Stochastic actions

Deterministic Grid World Stochastic Grid World




car racing

A robot car wants to travel far, quickly
Three states: Cool, Warm, Overheated
Two actions: Slow, Fast

Going faster gets double reward 0.5

Overheated




Racing search tree




Grid world MDP

0 -0.04 | -0.04 | -0.04 0

States s € S, actionsa € A

Model T'(s,a,s’) = P(s'|s,a) = probability that a in s leads to s’

Reward function R(s) (or R(s,a), R(s,a,s))
' —0.04 (small penalty) for nonterminal states

= for terminal states




Utility of a sequence
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State reward R(s) 0 |-004|-004|-004

State sequence |sg, S1, S2, ... | 1

2 -0.04 | -0.04 | -0.04

Utility (A - history)
Uh([s()? 515 - - D — R(SO) + R(S1) + R(Sg) + .-

Discounted utility (h - history)
Un([s0,51,...]) = R(sg) +YR(s1) + v*R(s3) + - --



Discounted rewards

Discounted utility (h - history)
Uh([SO, S1y... ]) = R(SQ) + ’)/R(Sl) -+ ”}/QR(SQ) 4 ...



Agent stationary preference

50, 81,82,---] > S0, 81, 50,...]

51,82, ...] > [87,80,...]



How to find a policy

maximize Expected utility

U™ (s)=F thR(st)




Optimal policy

maximize expected utility of the subsequent state

T (s) = argmaxz P(s'|s,a)U(s")
a€A(Ss) o
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Bellman equation for utilities
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Value iteration algorithm
ZP |5, a)U

Uir1(s) =

-0.04

-0.04

-0.04

-0.04

-0.04

-0.04

) + v max
! ac€A(s)

0

1

2

0.81

0.87

0.92

0.66

0.61

3

0.39

13



