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Game Theory: Extensive-Form Games

Different representations
 Normal-form Games
 one-shot games

 visually represented as matrix games

 Extensive-form Games
 sequential games that evolve in time

 the concept of time is implicitly integrated into the model

 visually represented as trees
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Game Theory: Extensive-Form Games

Definition:

A (finite) perfect-information game in the extensive form is 
defined as a tuple (𝑁, 𝐴, 𝐻, 𝑍, 𝜒, 𝜌, 𝜎, 𝑢), where:
 Players 𝑁 = {1, 2, … }

 Actions 𝐴

 Choice nodes and label for these nodes

 Choice nodes: 𝐻

 Action function: 𝜒 ∶ 𝐻 → 2𝐴

 Player function: 𝜌 ∶ 𝐻 → 𝑁

 Terminal nodes 𝑍

 Successor function 𝜎 ∶ 𝐻 × 𝐴 → 𝐻 ∪ 𝑍

 Utility function 𝑢 = 𝑢1, … , 𝑢𝑛 ; 𝑢𝑖 ∶ 𝑍 → ℝ



EFGs: Actions and Strategies

Pure strategy: an assignment of an action for each state

Action is uniquely identified by the state, in which it is taken. 

𝐴1 = {2 − 0, 1 − 1, 0 − 2} 𝐴2 = {𝑛𝑜 2−0 , 𝑦𝑒𝑠 2−0 , 𝑛𝑜 1−1 , 𝑦𝑒𝑠 1−1 , 𝑛𝑜 0−2 , 𝑦𝑒𝑠 0−2 }

𝑆1 = {2 − 0, 1 − 1, 0 − 2} 𝑆2 = { 𝑛𝑜 2−0 , 𝑛𝑜 1−1 , 𝑛𝑜 0−2 , 𝑛𝑜 2−0 , 𝑛𝑜 1−1 , 𝑦𝑒𝑠 0−2 , … }



Pure Strategies in EFGs



Induced Normal Form



Nash Equilibrium in EFGs



Nash Equilibrium in EFGs



Nash Equilibrium in EFGs - threats



Solution Concepts in EFGs

• Refinements of NE
• Solution concepts that pose further 

assumptions on the strategy profile

• Sub-game-perfect equilibria

• Sequential equilibria

• Quasi-perfect equilibria

• ….

• Sub-game perfect
• sub-game of 𝐺rooted at some node ℎ is the 

restriction of 𝐺 to the descendants of ℎ

• Strategy profile is a sub-game perfect NE, if it 
is a NE for every sub-game of 𝐺

• Every SPE is NE



Nash Equilibrium in EFGs – SPE?



Nash Equilibrium in EFGs – SPE?



Computing SPE: Backward Induction

• works for general-sum n-players games

• for 2 players zero-sum games:
• Minimax algorithm

• Alpha-Beta, NegaScout, … 

• Computes pure strategy subgame-perfect equilibrium
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Imperfect Information EFGs

Definition:

A (finite) imperfect-information game in the extensive form is 
defined as a tuple (𝑁, 𝐴, 𝐻, 𝑍, 𝜒, 𝜌, 𝜎, 𝑢, 𝐼), where:
 tuple 𝑁, 𝐴, 𝐻, 𝑍, 𝜒, 𝜌, 𝜎, 𝑢 is a perfect-information extensive-form game

 𝐼 = 𝐼1, … , 𝐼𝑛 , where 𝐼𝑖 = (𝐼𝑖,1, … , 𝐼𝑖,𝑘) is a set of equivalence classes on (i.e., a 
partition of) choice nodes of a player 𝑖 with the property that 𝜒 ℎ = 𝜒(ℎ′) and 
𝜌 ℎ = 𝜌(ℎ′), whenever ℎ ∈ 𝐼𝑖,𝑗 and ℎ′ ∈ 𝐼𝑖,𝑗 for some 𝑗



II EFGs: Actions and Strategies

Pure strategy: an assignment of an action for each information set

Action is uniquely identified by the information set, in which it is taken. 

𝐴1 = {2 − 0, 1 − 1, 0 − 2} 𝐴2 = {𝑛𝑜, 𝑦𝑒𝑠}

𝑆1 = {2 − 0, 1 − 1, 0 − 2} 𝑆2 = {𝑛𝑜, 𝑦𝑒𝑠}



Strategies in EFGs

Existence of a pure NE is no longer guaranteed for imperfect-information 
EFGs 

Mixed strategies
 Probabilistic distribution over pure strategies

Behavioral Strategies
 Probabilistic distribution over actions to play for each information set

There is a broad class of imperfect-information games in which the 
expressive power of mixed and behavioral strategies coincides. This is 
the class of games of perfect recall. Intuitively speaking, in these games 
no player forgets any information he previously knew.



Perfect vs. Imperfect Recall

Remembering all information 
induces very large game trees

Easier to solve

Strategies can be compactly 
represented

Smaller trees, unnecessary 
information can be forgotten

Much harder to solve

Equilibrium in behavior strategies 
might not exist


