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Agenda

= Explain ANOVA

relationship between continuous variables and a categorical variable
x categorical variable = treatment, factor,

relationship with t-test for two groups,

posthoc tests to find out which groups contributed most,

relationship with linear regression,
m Generalize towards MANOVA

procedure for comparing multivariate sample means,

two-way modification, non-parametric.




Categorical dependent vs continuous independent variable

= Review t-test for two groups

a test in which the test statistic follows a Student’s t-distribution . ..

under the null hypothesis,
m consider a two sample t-test, Hy : 1 = o, Hy @ 1 # 1o

the two populations should follow a normal distribution,

variances of the two populations assumed equal — Student'’s t-tests,

variances can differ — (see below),
X1 - X,
Lobs = 5 5 ~ tdf
g%
ni ny

X, s? and n;. ..sample means, variances and sizes,
df < nj;+ ng— 2, the exact formula complicated,

reject Hy if |tons| > tap1-a/2.
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T-test for multiple groups

m Concern a categorical variable with many levels — multiple groups

the hypotheses of interest

* H, 1 p; # uj for at least one 7 # j.

m conduct a two-sample t-test for a difference in means for each pair of groups
the number of comparisons grows quadratically with the number of groups/levels,
m for &« = 0.05 for each comparison

there is a 5% chance that each comparison will falsely be called significant,
the overall probability of Type | error is elevated above 5%,

we falsely reject at least one of the partial null hypothesis with probability

1—(1—a)
e.g., for g=4 it makes 0.26 > «,
must be corrected.




Multiple comparisons must be corrected

= often we control (FWER)

the probability of making one or more false discoveries (type | errors) when
performing multiple hypotheses tests,

the most simple FWER control is the ,
test each hypothesis at level a,giv = Qoverair/m,

x m stands for the number of individual pair tests,
x follows from Bonferroni inequality for independent tests

Aoverall — 1 — (1 — a)m S MAOindiv
% in our case with 4 groups m = (;l) = 0,
x the B. inequality obviously holds

0.26 =1—0.95" < 0.05%6 = 0.3
however, this adjustment may be too conservative

x insufficient , often does not reject Hy although H, is true.




Analysis of variance (ANOVA)

= compares means for multiple (usually g > 3) independent populations

parametric and unpaired, one-way,
relationship between a categorical factor /' and a continuous outcome Y,

extends a two sample t-test to multiple groups,

Subject| ' Y 1 ... g
1 J1i L Jyn .. ya
2 fa Yo Subject 2 [y12 ... Yg
N fN YN ng | Ying - -- ygng

= y;; . ..observation for subject j in group g,
m 7; ...number of subjects in group 7,

m N =n1+ny+..+n, ... total sample size.




Analysis of variance (ANOVA)

m assumptions

the subjects are
x employ repeated measures ANOVA otherwise,
the data are in each group
x* E(Y;) = p;, e.g., no group sub-populations with different means,
x residuals of the model below show the normal distribution
Yij = [+ Q + €5 = [l + €5
x employ non-parametric Kruskal-Wallis test otherwise,

the data are

x the variability in the data does not depend on group membership,

* there is a common variance var(Y;;) = o2,

m the hypotheses of interest

Hoy:pyp = po ="+ = g,
H, : pi # pj for at least one ¢ # j.




Analysis of variance (ANOVA)

= method

partition S Sy, the total variation in a response variable,

distinguish SS@TTOT:
and SStreazh
g ng
S Stotal = Z Z(?sz —7) =
i—1 j—1

ng

ym —|_ an T _..

SS@T‘TOT SStTe&t

VP .
= 1 i1 Yij - - group 1 sample mean,

NZ 12] \ Yij - --grand mean.

*
I




Analysis of variance (ANOVA)

= method

in a similar manner, partition the number of degrees of freedom that stand
behind the observed sums of the squared deviations

DFtotal:N_lzDFerror+DFtTeat:<N_g>+<g_1>:N_1

decide whether group averages differ more than based on random variability
observed in the dependent variable under the null hypothesis,

employ variability, both within groups and between groups

SSGTTOT SS@TTOT S8 rea SS rea
MSermr — — MStreat — freat — freal
DFerror N — g DFtreat g — 1




Analysis of variance (ANOVA)

= method

compare the variance between the groups and within the groups,

F MStreat
obs — ~ —1,N—
MSerror g g

if s is small (close to 1), then variability between groups is negligible
compared to variation within groups and the grouping does not explain
much variation in the data,

if F,ys is large, then variability between groups is large compared to varia-
tion within groups and the grouping explains a lot of the variation in the
data

m decision rule based on F,

re.jeCt HO if Fobs > Foz,g—l,N—gr
fail to reject Hy if Fops < Fog—1.8—¢-




Post-hoc ANOVA tests

= after performing ANOVA (and rejecting the null hypothesis)
we only assume that there is some difference in group means,

m a post-hoc test identifies which particular groups stand behind the test out-
come,

= Tukey's HSD (honest significant difference) test
a t-test that controls for family-wise error rate (FWER),
compares all pairs of group means,

identifies all pairs whose difference is larger than expected standard error,

observed test statistics related to the studentized range distribution,

qb:yi.—ﬂj. ~ g
e MSGT'TO'I" g7 _g
n*
n* ... number of observations per group (their harmonic mean if not equal),

always positive, sort the means before its application.




ANOVA vs linear regression

m Is there any link between testing of linear models and ANOVA?

Sstreat/(g — 1)
SSeTTOT/<N _ 9)

~ (I'SS —RSS)/p
~ RSS/(m —p—1)

Fanova =

Frr




ANOVA vs linear regression

m Is there any link between testing of linear models and ANOVA?

Sstreat/(g — 1)
SSeTTOT/<N _ 9)

~ (I'SS —RSS)/p
~ RSS/(m —p—1)

Fanova =

Frr

the same principle,

exactly the same outcome for single independent categorical variable.




ANOVA extensions/alternatives

= up to now we talked about ANOVA that

Is parametric,
deals with independent measurements,
is one-way (with a single factor),

concerns a single target variable only,
m other options

non-parametric analysis (Wilcoxon test — Kruskal-Wallis analysis),

compares all possible group means (repeated measures ANOVA, Friedman
test if non-parametric too),

main effects ANOVA and factorial ANOVA,
multivariate ANOVA (MANOVA).




& There is a big name behind every test ...

Take A Break

Statistical Methods for
Research Workers

Y

R. A. FISHER, M.A.

Fellow of Gonville and Casus College, Cambridge
Chief Statistician, Rothamsted Experiment Station

OLIVER AND BOYD
EDINBURGH: TWEEDDALE COURT
LONDON: 33 PATERNOSTER ROW, EC.
1925

Sir Ronald Fisher (1890-1962), evolutionary biologist and statistician ~ His work considered to define modern statistics
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Multivariate analysis of variance (MANQOVA)

m p variables measured on each subject, objects categorized into ¢ disjoint
groups.

= Yiji - ..an observation for variable k from subject j in group ¢,
= Yij ...a vector of dependent variables for subject j in group ¢,

m assumptions

the subjects are ,
the data are in each group,
the data from all groups have common covariance matrix X,

the data from group ¢ has common mean vector p; of length p,
m the hypotheses of interest

Hy:pa = po =+ = g,
H, @ pix # 5k for at least one 7 # 7 and at least one variable £.




Multivariate analysis of variance (MANQOVA)

= method
the analogy of 5SS in ANOVA isa p X p T,
similarly to ANOVA, it can be decomposed into the
E, and the
H.
g
T=) ) (yi—¥)y5—¥5.) =
i=1 j=1
g
=) D Ay —5)+F -y IHy —5) + 7 -5} =
i=1 j=1
g g
= > i —¥i)lys—¥) + D> _mi(y - ¥)F -5
i=1 j=1 =l )
E hi
s yi‘ = 1 ;” . Yij -..sample mean vector for group ¢,

=% Z 123 L Yi; -..grand mean vector of length p.




Multivariate analysis of variance (MANQOVA)

m explanation of the elements of T, E and H

the element t;; is

g n
DY Wik — U.1) Wi — 9.0)
i=1 j=1
for kK = [ it is the total sum of squares for variable £, and measures the
total variation in the kth variable, for k£ # [, this measures the dependence
between variables &£ and [ across all of the observations,
the element ey, is

g n
0> ik — k) it — Uid)
i=1 j=1
for kK = [ it is the error sum of squares for variable k£, and measures the
within treatment variation for the kth variable, for £ = [ it measures
the dependence between variables £ and [ after taking into account the
treatment,




Multivariate analysis of variance (MANQOVA)

m explanation of the elements of T, E and H

the element hy,; is

g
Z ni(Yir — Y1) (Yias — Y1)
i=1
for £k = [ it is the treatment sum of squares for variable £, and measures the
between treatment variation for the kth variable, for £ # [, this measures
dependence of variables k£ and [ across treatments.

m consequently, if the hypothesis sum of squares and cross products H is large
relative to the error sum of squares and cross products matrix EE we wish to
reject Hy.




Multivariate analysis of variance (MANQOVA)

= Wilk's lambda test statistics for MANOVA (several other statistics exist too)

the determinant of the error matrix E is divided by the determinant of
the total matrix T = H + E, we will reject the null hypothesis if Wilk's
lambda is small/close to zero as then H is large relative to E too.

. IE
H + E|
can also be computed using the eigenvalues Aof E'H (s = min(p,g—1))
-+ 1
N = -
}_11: 1+ A\

the distribution of A* is not tractable, we can only have approximations,
e.g., Bartlett's approximation can be used if NV is large

+ ]
—(N — 1 — Z%) InA* > X}%(g—l),a




A typical case in which MANOVA helps

m Mechanical engineering domain

90 samples of three different alloys (A, B, C),

samples differ in flexibility and strength,

flexibility and strength correlated, strength in C slightly increased,
goal: decide (detect) the influence of alloy on flexibility and strength.
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A typical case in which MANOVA helps

s ANOVA outcome:

> summary(aov(flexibility ~ alloy,alloys))
Df Sum Sq Mean Sq F value Pr(>F)
alloy 2 0.14 0.0712 0.068 0.935
Residuals 87 91.69 1.05639
> summary (aov(strength ~ alloy,alloys))
Df Sum Sq Mean Sq F value Pr(>F)
alloy 2 1.051 0.5264 1.759 0.178
Residuals 87 25.989 0.2987

= MANOVA outcome:

> summary(manova(cbind(flexibility,strength) ~ alloy, alloys))
Df Wilks approx F num Df den Df Pr(>F)

alloy 2 0.8577 3.4313 4 172 0.00998 *x

Residuals 87




Summary

s MANOVA compares multivariate sample means

it deals with multiple dependent variables at the same time,
s MANOVA advantages over ANOVA

better chance to discover which factor is truly important,
protects against Type | errors in multiple independent ANOVA runs,

increased power, it can reveal differences not discovered by ANOVA tests,
s MANOVA cautions

a complicated design, more difficult to disambiguate,
one degree of freedom is lost for each dependent variable that is added,

unsuitable if the dependent variables are perfectly correlated or uncorre-
lated,

m typically followed by significance tests on individual dependent variables.
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