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Agenda

1. Polynomial games. Properties of solutions. Minimax theorem.

2. An algorithm to solve polynomial games based on SDP.

This presentation is based on

P. Parrilo.

Polynomial games and sum of squares optimization.

45th IEEE Conference on Decision and Control, 2855–2860, 2006.



Polynomial games and their

solutions



Polynomial games

A strategic game (N, (Si )i∈N , (ui )i∈N) is polynomial if

• Each strategy set Si ⊆ Rdi is compact, where di ∈ N

• Each utility function ui : S → R is polynomial, S := S1 × · · · × Sn

Fundamental facts

• Polynomial games are separable, so there is an atomic equilibrium

(µ1, . . . , µn) such that | sptµi | ≤ mi + 1 for all i ∈ N

• Each µi is a convex combination of at most mi + 1 pure strategies



Two-person zero-sum polynomial games

Our setting

• N = {1, 2}
• S1 = S2 = [−1, 1]

• u : [−1, 1]2 → R is a bivariate polynomial, put u1 := u

• u1 + u2 = 0

The payoff of the 1st player is a polynomial of the form

u(x , y) =
k∑

i=0

m∑
j=0

cijx
iy j , x , y ∈ [−1, 1].



Two-person zero-sum polynomial games – minimax theorem

The game is determined by the function

u(x , y) =
k∑

i=0

m∑
j=0

cijx
iy j , x , y ∈ [−1, 1].

Dresher, Karlin, Shapley (1950)

There exists an equilibrium (µ∗, σ∗) satisfying the saddle-point

condition, where | sptµ∗| ≤ k + 1 and | sptσ∗| ≤ m + 1.



Analytical solution of a two-player zero-sum polynomial game

u(x , y) = (x − y)2

Atomic equilibrium (µ∗, σ∗) exists.
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• The support of σ∗ may contain only those y ∈ [−1, 1] minimizing

the function U(µ∗, y), which is strictly convex. Its unique

minimizer is 0, hence σ∗ = δ0

• The support of µ∗ may contain only those x ∈ [−1, 1] maximizing

the function U(x , σ∗) = u(x , 0) = x2, hence sptµ∗ ⊆ {−1, 1}
• The value of game is V = max

x∈[−1,1]
U(x , σ∗) = 1

• The unique optimal strategy is µ∗ = 1
2 (δ−1 + δ1)



Algorithm for polynomial games



Semidefinite programming

Sn real symmetric matrices n × n

X ∈ Sn matrix of variables

X � 0 matrix X is positive semidefinite

C ∈ Rn×n matrix of coefficients

aijk , bk real coefficients

SD program

Maximize
n∑

i=1

n∑
j=1

cijxij subject to

n∑
i=1

n∑
j=1

aijkxij = bk k = 1, . . . ,m

X � 0



SDPs and their solutions

• Linear programming is a special case

• Convex optimization problem

• Efficiently solvable by interior point methods

• Many solvers are available nowadays

• Algorithms find a solution up to an error ε in the time polynomial in

the problem description and log ε−1



Formulation of an optimization problem

LP formulation for matrix games (variables v and σ)

Minimize v subject to

{
U(x , σ) ≤ v ∀x ∈ S1

σ ∈ ∆(S2)

By analogy with matrix games we try to compute the optimal strategy σ

of Player 2 in a polynomial game as follows:

Formulation in our setting (variables v and σ)

Minimize v subject to

{
U(x , σ) ≤ v ∀x ∈ [−1, 1]

σ ∈ ∆([−1, 1])

This is an infinite-dimensional optimization problem.



Reduction to a finite-dimensional problem (1)

For any x ∈ [−1, 1] and any σ ∈ ∆([−1, 1]):

U(x , σ) =

∫ 1

−1

u(x , y) dσ(y) =
k∑

i=0

m∑
j=0

cijx
i

σj :=︷ ︸︸ ︷(
1

∫
−1

y j dσ(y)

)

=
k∑

i=0

m∑
j=0

cijσjx
i This is a univariate polynomial!

Finite-dimensional problem with variables v and (σ0, . . . , σm)

Minimize v subject to

v −
k∑

i=0

m∑
j=0

cijσjx
i ≥ 0 ∀x ∈ [−1, 1]

(σ0, . . . , σm) ∈ Rm+1 is a tuple of moments



Reduction to a finite-dimensional problem (2)

We need to find a computationally convenient description of these sets:

1. Univariate polynomials nonnegative in [−1, 1]

2. Moment space in Rm+1 of probability measures over [−1, 1]

Method

• The problem above leads to a single semidefinite program

• Its solution provides the value and the moments of optimal

strategies for the 2nd player

• The dual program computes the moments of optimal strategies

for the 1st player



Hankel matrix

H linear operator R2`−1 → S`

H∗ adjoint linear operator S` → R2`−1

H :


a1

a2

...

a2`−1

 7→

a1 a2 . . . a`
a2 a3 . . . a`+1

...
...

. . .
. . .

a` a`+1 . . . a2`−1



H∗ :


a11 a12 . . . a1`

a12 a22 . . . a2`

...
...

. . .
. . .

a1` a2` . . . a``

 7→


a11

2a12

a22 + 2a13

...

a``





When is a polynomial p ∈ R[x ] nonnegative?

Proposition

The following are equivalent:

• p(x) ≥ 0 for all x ∈ R

• p is a sum of squares: p =
∑̀
i=1

q2
i for some qi ∈ R[x ] and ` ∈ N

• There is a matrix Q � 0 of order d + 1 satisfying H∗(Q) = c,

where deg p = 2d and c = (c0, c1, . . . , c2d)T are coefficients of p

The last condition is a semidefinite constraint.



When is a polynomial p ∈ R[x ] nonnegative in [−1, 1]?

Proposition

The following are equivalent:

• p(x) ≥ 0 for all x ∈ [−1, 1]

• There are sums of squares z ,w ∈ R[x ] satisfying

p(x) = z(x) + (1− x2)w(x), x ∈ [−1, 1]

• There are Z ∈ Sd+1, W ∈ Sd , where Z � 0 and W � 0, such that

H∗(Z + L1WLT
1 − L2WLT

2 ) = c

for appropriately chosen matrices Li of 0s and 1s

The last condition is a semidefinite constraint.



Semidefinite representation of the moment space in R3

The moment space M3 in R3 is the set of moments σ = (σ0, σ1, σ2)

with respect to all probability measures σ over [−1, 1]. We know that

M3 = conv{(1, x , x2) ∈ R3 | x ∈ [−1, 1]}

= {σ ∈ R3 | σ0 = 1, σ2 − σ2
1 ≥ 0, 1− σ2 ≥ 0}

Equivalent semidefinite constraints

σ0 = 1 H(σ) =

(
σ0 σ1

σ1 σ2

)
� 0 1− σ2 ≥ 0



Semidefinite representation of the moment space in Rm+1

The moment space Mm+1 in Rm+1 is the set of moments

σ = (σ0, σ1, . . . , σm) and we know that

Mm+1 = conv{(1, x , x2, . . . , xm) ∈ Rm+1 | x ∈ [−1, 1]}

Equivalent semidefinite constraints

σ0 = 1 H(σ) � 0 LT
1 H(σ)L1 − LT

2 H(σ)L2 � 0



SDP formulation

• Utility function u(x , y) =
∑k

i=0

∑m
j=0 cijx

iy j , where x , y ∈ [−1, 1]

• v ∈ R

• σ = (σ0, . . . , σm) ∈ Rm+1

• C ∈ R(k+1)×(m+1) contains the coefficients of polynomial u

Semidefinite program for the 2nd player

Minimize v subject to

Z,W � 0

H∗(Z + L1WLT
1 − L2WLT

2 ) = ve1 − Cσ

σ0 = 1

H(σ) � 0

LT
1 H(σ)L1 − LT

2 H(σ)L2 � 0



Example

• Utility function u(x , y) = 5xy − 2x2 − 2xy2 − y , where x , y ∈ [−1, 1]

• v ∈ R

• σ = (1, σ1, σ2) ∈ R3

• Z ∈ S2, W ∈ S1, where Z � 0 and W � 0

How to arrive at an SD formulation

1.

(
1 σ1

σ1 σ2

)
� 0 1− σ2 ≥ 0

2. Decomposition of v − U(x ,σ) by using two s.o.s. polynomials:

v − 5σ1x + 2x2 + 2σ2x + σ1 =
(

1 x
)

Z

(
1

x

)
+ (1− x2)W

3. Equating corresponding coefficients yields the above SD constraints



Example (ctnd.)

The solution of SDP for the 2nd player is

v = −0.48 σ = (1, 0.56, 1) Z =

(
0.08 −0.4

−0.4 2

)
W = 0

How to recover the optimal mixed strategies from their moments

1. Dual SDP provides the optimal moments µ = (1, 0.2, 0.04).

2. The support of optimal mixed strategy for the 1st player is localized

by checking the best response condition U(x ,σ) = v , which is

a quadratic equation ⇒ x = 0.2

3. The support of optimal mixed strategy for the 2nd player is localized

by checking the best response condition U(µ, y) = v , which is

a quadratic equation ⇒ y = ±1

4. The only unknown probability p of −1 is a unique solution

of the moment constraint σ1 = (−1) · p + (1− p) ⇒ p = 0.22



Summary

• The presented algorithm is a natural generalization of linear

programming for matrix games

• Polynomial games over more general strategy spaces can be solved

by a hierarchy of SDPs (Laraki and Lasserre, 2012)

• GloptiPoly 3 package - moments, optimization and SDP

• It is an open problem to compute efficiently Nash equilibria

of a general-sum two-person polynomial game
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