
STATISTICAL MACHINE LEARNING (WS2021)
SEMINAR 6

Assignment 1. Let x ∈ K
n be a random vector with components xi from a finite set

K. Consider two distributions p(x) and q(x) that factorise w.r.t. the components of
x, i.e. p(x) = ∏n

i=1 pi(xi) and similarly q(x) = ∏n

i=1 qi(xi). Prove that their KL-
divergence is the sum of KL-divergences of their marginal distributions, i.e.

DKL(q(x) ∥ p(x)) =
n

∑
i=1

DKL(qi(xi) ∥ pi(xi)).

Assignment 2. Let us consider a mixture of distributions from an exponential family,
i.e.

p(x) =
K

∑
k=1

πke
⟨φ(x),ηk⟩−A(ηk)

where η = (η1, . . . , ηK) is the tuple of natural parameters and π = (π1, . . . , πK) is the
tuple of mixture weights. Suppose you want to estimate η and π from a training set
T m

= {xj ∣ j = 1, . . . ,m} by using the EM algorithm. In the E-step you will need to
compute the optimal auxiliary variables

αx(k) = p(k ∣x; η(t), π(t)), ∀x ∈ T m

for the current estimate of η and π. In the M-step you will need to solve the optimisation
task

1
m ∑

x∈T m

K

∑
k=1

αx(k)[⟨φ(x), ηk⟩ − A(ηk) + log πk] → max
η,π

a) Show that the task decomposes into independent optimisation tasks for η and π. Find
the optimal tuple of mixture weights π.

b) Show that the optimisation task w.r.t. η further decomposes into independent tasks
for each ηk. Show that each of them is an ML estimate for the respective ηk with the
statistics

ψk =
1
m ∑

x∈T m

αx(k)φ(x).

Assignment 3. Given a small training set T m
= {xi ∈ R ∣ i = 1, . . . ,m} we want to

estimate the mean of a normal distribution N (µ, 1). We know that the unknown µ is
close to µ0. Therefore, we want to apply Bayesian inference and set the prior distribution
for µ to be a normal distribution centered at µ0, i.e. p(µ) ≙ N (µ0, 1).

Show that the posterior distribution p(µ ∣ T m)∝ p(T m ∣µ) p(µ) is also a Gaussian.
Find its center (expectation).
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