Learning by Approximation
J. Kostliva, Z. Straka, P. Svarny

Today two examples:
1. Approximation in least square sense

2. Approximative Q-learning

70



Least square approximation
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Least square approximation

We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy
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Least square approximation

We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error

How?:
A: minimize difference in coordinates
B: maximize error
C: minimize sum of squared errors

D: maximize difference in coordinates
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We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wp

Task: determine/compute parameters wo, wy with lowest error

How? - minimize sum of squared errors.
Define:

70



Least square approximation

We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wp

Task: determine/compute parameters wo, wy with lowest error

How? - minimize sum of squared errors.
Define:

A:

B 325(F(xi, w) — £(x:))?

C

D:
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Least square approximation

We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

» approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3.(F(x;, w) — f(x;))?
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Least square approximation

We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

» approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error
Minimize sum of squared errors: £ = 3.(F(x;, w) — f(x;))?
How?:

A: find solution of £ =0

B: find maximum of E

C: find minimum of E

D: find solution E = —c0
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wiX + wo

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3.(F(x;, w) — f(x;))?
Find minimum of E.
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wiX + wo

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3.(F(x;, w) — f(x;))?
Find minimum of E.
How? Solve:

A E=0
B: 0E=0
C E=—-x
D: 0E = —x
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wiX + wo

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3.(F(x;, w) — f(x;))?
Find minimum of E.
How? Solve:

A:
B: 0E=0
C
D:
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error

~

Minimize sum of squared errors: E = >_.(f(x;,w) — f(x;))?
Find minimum of E by derivation 0E =0
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Least square approximation
We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error

~

Minimize sum of squared errors: E = >_.(f(x;,w) — f(x;))?
Find minimum of E by derivation 0E =0
Derive by:

A: x

w

w

O
3
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3".(f(x;, w) — f(x;))?

Find minimum of E by derivation 2E = & 5™ (wyx; + wo — f(x;))?> = 0
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Least square approximation

We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3".(f(x;, w) — f(x;))?
Find minimum of E by derivation % = 3% Si(waxi +wo — f(x:))> =0

Evaluate g—E:
wo

A: 387’:_0 = 22/(W1X,' — f(X,))
: g—mi =2 (wmxi +1—f(x))

B
C: g—mi =23 (mxi +wo — (X))
D

g =22 — (%)
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Least square approximation

We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...
> approximation of function f(x,w) = wix + Wy

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3".(f(x;, w) — f(x;))?
Find minimum of E by derivation 9 = -2 5™ (w;x; + wp — f(x;))2 =0

ow — ow
Evaluate g—E:
wo
A:
B:

C: gTi =23 (mxi +wo — (X))
D:
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wo, wy with lowest error

~

Minimize sum of squared errors: E = >_.(f(x;,w) — f(x;))?

Find minimum of E by derivation 2£ = 2 5™ (wyx; + wo — f(x;))> =0
> OE

gy = 22_i(wixi + wo — £(x;))
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wo, wy with lowest error

Minimize sum of squared errors: E = S (F(xi, w) — F(xi))?
Find minimum of E by derivation 2£ = 2 5™ (wyx; + wo — f(x;))> =0
> S8 =23 (wixi + wo — f(xi))
OE .
Evaluate 4=

A ZE =23 (wixi — F(x))x;

B: gTi =2 (wmaxi + wo — F(xi))xi
C BE =2, (wi +wo — f(x))
D

8W1

: g—m’i =2 (xi +wo — f(x7))
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...
> approximation of function f(x,w) = wix + Wy

Task: determine/compute parameters wo, wy with lowest error

~

Minimize sum of squared errors: E =3, (f(x;, w) — f(x;))?
Find minimum of E by derivation 9 = -2 5™ (w;x; + wp — f(x;))2 =0

ow — ow
> givfg = QZi(W]_X,' + wp — f(X,))
OE .
Evaluate Dwr
A:
B: 5 =25 (wixi + wo — F(x)))x;
C:
D:
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Least square approximation

We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function )?(X,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3" .(F(x;, w) — f(x;))?

Find minimum of E by derivation 2£ = 2 5™ (wyx; + wo — £(x;))> = 0

9L =23 (waxi + wo — f(x)) =0

9E =23 (waxi + wo — f(x;))xi =0
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> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function )?(X,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error
Minimize sum of squared errors: £ = 3" .(F(x;, w) — f(x;))?

Find minimum of E by derivation 2£ = 2 5™ (wyx; + wo — £(x;))> = 0

9E — 23" (wix; + wo — F(x;)) =0
9E =23 (waxi + wo — f(x;))xi =0

Solve linear equation system.
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Least square approximation

We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wy

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3" .(F(x;, w) — f(x;))?

Find minimum of E by derivation 2£ = 2 5™ (wyx; + wo — £(x;))> = 0

9E — 23" (wix; + wo — F(x;)) =0
9E =23 (waxi + wo — f(x;))xi =0

Solve linear equation system.
Using given tuples (for simplicity let's use only first three tuples).
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...
> approximation of function f(x7 w) = wix + w
Task: determine/compute parameters wo, wy with lowest error

Minimize sum of squared errors: £ = 3, (f(x;, w) — f(x;))?

Find minimum of E by derivation % = gu 2ilwixi +wo — f(x;))
PE =3 i(waxi +wo — f(x)) =0

%Mi = Zi(WlXi + wo — f(X,'))X,' = O

2

=0
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x7 w) = wix + w

Task: determine/compute parameters wo, wy with lowest error

Minimize sum of squared errors: £ = 3, (f(x;, w) — f(x;))?
Find minimum of E by derivation % = gu 2ilwixi +wo — f(x;))

5971; = E,‘(Wlxi +wy—f(x))=0
%Mi = Zi(WlXi + wo — f(X,'))X,' = O

Evaluate:
A: g—vi =w; —wy+5

: 375022W1+W0—4.2

B
C: 5 = 3w + 3w — 10.6
D

. OE __
. M_W1_2W0_31

2

=0

18/70



Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...
> approximation of function f(x7 w) = wix + w
Task: determine/compute parameters wo, wy with lowest error

Minimize sum of squared errors: £ = 3, (f(x;, w) — f(x;))?

Find minimum of E by derivation % = 23 (wixi + wo — F(x;))?
5971; = E,‘(Wlxi +wy—f(x))=0
DE — S (waxi + wo — £(x))x = 0
Evaluate:
A:
B:
C 25 = (w04 wo—2.1)+ (ws 1+ wp—3.6)+ (ws -2+ wo — 4.9) = 3wy + 3up — 10.6

D:

=0
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...
> approximation of function f(x7 w) = wix + w
Task: determine/compute parameters wo, wy with lowest error

Minimize sum of squared errors: £ = 3, (f(x;, w) — f(x;))?

Find minimum of E by derivation % = a0 > (waxi 4+ wo — £(x;))?
g—vi = (wixi+wo — f(x;)) =3wy + 3wy — 106 =0

%Mi = Zi(WlXi + wo — f(X,'))X,' = O

=0
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x7 w) = wix + w

Task: determine/compute parameters wo, wy with lowest error

Minimize sum of squared errors: £ = 3, (f(x;, w) — f(x;))?

Find minimum of E by derivation % = gu 2ilwixi +wo — f(x;))

OE — E,‘(Wlxl' + wo — f(X/)) = 3W1 + 3W0 —10.6=0

2

Owg
88751 => (wmixi+wo — f(x))x; =0
Evaluate:
A: S5 = 5w + 3o — 134
B: S5 = 2w +6.2
C: g—vi: wy +wy — 2.4
D: 3751 =2wy — 3.1

=0
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x7 w) = wix + w

Task: determine/compute parameters wo, wy with lowest error

Minimize sum of squared errors: £ = 3, (f(x;, w) — f(x;))?

Find minimum of E by derivation % = 23 (wixi + wo — f(x7))2 =0
é%ﬁ) = (wixi+wo — f(x;)) =3wy + 3wy — 106 =0
DE — S (waxi + wo — £(x))x = 0
Evaluate:
D PE = (w0 wp—21)-0+ (wi-1+wo—3.6) 1+ (wy 24w —49)-2="5w + 3w —13.4
B:
C:
D:
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Least square approximation
We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wp

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3".(f(x;, w) — f(x;))?
Find minimum of E by derivation 25 = & 5™ (wyx; + wp — f(x;))> = 0

ow — ow
PE =3 i(waxi + wo — £(x)) = 3w + 3w — 10.6 = 0
OE

B = 2i(waxi + wo — £(xi))x; = 5wy + 3wo — 13.4 =0
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Least square approximation
We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wp

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3".(f(x;, w) — f(x;))?
Find minimum of E by derivation 25 = & 5™ (wyx; + wp — f(x;))> = 0

ow — ow
PE =3 i(waxi + wo — £(x)) = 3w + 3w — 10.6 = 0
OE

By = 2i(waxi +wo — F(xi))xi = 5wy +3wp —13.4 =0 /- (-1)
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Least square approximation
We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wp

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3".(f(x;, w) — f(x;))?

Find minimum of £ by derivation 2E = -2 5™ (wyx; + wo — f(x;))?> = 0

05 = > (wixi + wo — f(x;)) = 3ws +3wp — 10.6 = 0

owg

OF _ Yoiwixi +wo — f(x;))xi = 5wy + 3wy —13.4=0 /-(-1)

owy

—2w; +28=0—>wy =14
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Least square approximation
We have:
> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wp

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3".(f(x;, w) — f(x;))?
Find minimum of £ by derivation 2E = -2 5™ (wyx; + wo — f(x;))?> = 0

PE =3 i(waxi + wo — £(x)) = 3w + 3w — 10.6 = 0
g—m’i = (wixi+wo — f(x))x; = 5wy +3wp —13.4=0 /-(-1)

—2w; +28=0—>wy =14
wo = 1/3(10.6 — 3wy) = &* ~ 2.133
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Least square approximation
We have:

> given tuples (x;, f(x;)) : (0,2.1),(1,3.6),(2,4.9),(3,6.6),...

> approximation of function f(x,w) = wix + wp

Task: determine/compute parameters wy, wy with lowest error

Minimize sum of squared errors: £ = 3".(f(x;, w) — f(x;))?
Find minimum of £ by derivation 2E = -2 5™ (wyx; + wo — f(x;))?> = 0

W

QE _ Zi(wlx,- + wpy — f(X,)) =3w; +3wp —10.6 =0

owg

PE = 3 i(waxi +wo — F(x))x = 5w +3w —13.4=0 /-(-1)

—2w; +28=0—>wy =14
wo = 1/3(10.6 — 3wy) = &* ~ 2.133

= f(x,w) = 1.4x +2.133
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Approximative Q-learning
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Approximative Q-learning

We have:
> an unknown grid world

> a few episodes the robot tried
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Approximative Q-learning

We have:
> an unknown grid world

> a few episodes the robot tried

Today:
> we approximate Q-function
> §(s,a,w) =asw; + (1 —a)w

> we will compute parameters wy, wy
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

S=1{-1,0,1}
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Approximative Q-learning

Episode 1

Episode 2

Episode 3

(07 17 17 _2)

(0,0,—1,0)

(1,1, exit,2) | (—1,0, exit, —1)

(1,1, exit, 2)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function - from each tuple refine wy, wy

SGD briefly:

>

v

v

Find w that minimize > (trial, — §(s¢, ar, w))?

How to do it online?

2 > 0

1}

asws + (1 — a)wo

In every timestep t, modify w that value of (trial, — §(s:, ar, w))? will decrease.

How?

25 /70



Approximative Q-learning

Episode 1 Episode 2 Episode 3 s$={-1,0,1}
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2) A={0,1}
(1,1, exit,2) | (—1,0, exit, —1) G(s,a,w) = asws + (1 — a)wo

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function - from each tuple refine wy, wq
How?:

A: w « w + «oftrial — §(s¢, ar, w))§(st, ar, w) + a(§(st, ar, w))

G(st, ar, w) < a(trial — §(s;, ar, w))

o w

§(st, ar,w) < 4(st, ar,w) + a(trial)

o

w <+ w + aftrial — §(s, ar, w))V§(se, ar, w)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1,exit,2) | (~1,0, exit, —1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function - from each tuple refine wy, wq

How?:
A:
B:
C

D: w « w + «ftrial — §(st, ar, w))V§(st, ar, w)

2 > W0

20
A
p

-

Y

g

—
—
Il o

—
-

aswy + (1 — a)wo
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1,exit,2) | (~1,0, exit, —1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function - from each tuple refine wy, wy

> w <+ w + atrial — §(s;, ar, w))V§(st, ar, w)

2 > 0

aswi + (1 — a)wo
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Approximative Q-learning

Task: compute Q-function - from each tuple refine wy, wy

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1,exit,2) | (~1,0, exit, —1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

> w <+ w + atrial — §(s;, ar, w))V§(st, ar, w)

Define:

A: trial = rep1 + vG(se41, 3, W)

9 0w

trial = re1 + v max, §(se41, a, W)

trial = ymax, §(st+1, 3, w)

trial = rep1 4+ v max, §(st, a, w)

2 > 0

aswi + (1 — a)wo
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 S={-1,0,1}
(0,1,1,-2) (0,0,—1,0) | (1,1, exit,2) A={0,1}
(1,1, exit,2) | (—1,0, exit, —1) G4(s,a,w) = asws + (1 — a)wo

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function - from each tuple refine wy, wy

> w <+ w + atrial — §(s;, ar, w))V§(st, ar, w)

Define:
A:
B: trial = rep1 + 7y max, §(Se41, a, W)
C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, St+1, re+1)

Task: compute Q-function - from each tuple refine wy, wy

> w < w + atrial — §(st, ar, w))V§(st, ar, w)

> trial = rep1 + v max, §(se41, a, w)

(s,a,w) =asws + (1 — a)wp
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, St+1, re+1)

Task: compute Q-function - from each tuple refine wy, wy

> w < w + atrial — §(st, ar, w))V§(st, ar, w)

> trial = rep1 + v max, §(se41, a, w)

Define wy update:

A witt = wf + a(§(se, ar, wh))s:a;

B: wit! = wf + a(trial — §(st, ar, w'))

C: witt = wf + a(trial — §(st, ar, wt))s:a;

D: witt = wf + (trial — §(st, ar, wt))sta;

(s,a,w) =asws + (1 — a)wp

30/70



Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, St+1, re+1)

Task: compute Q-function - from each tuple refine wy, wy

> w < w + atrial — §(st, ar, w))V§(st, ar, w)

> trial = rep1 + v max, §(se41, a, w)

Define wy update:
A:
B:

C: witt = wf + a(trial — §(st, ar, wt))s:a;

D:

(s,a,w) =asws + (1 — a)wp
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(07171372) (030,7170) (1,1,6Xit,2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, Se+1, re+1)

Task: compute Q-function - from each tuple refine wy, wy

> w <« w+ oftrial — §(s;, ar, w))V§(st, ar, w)

t+1
Wy

> trial = repq + v max, §(se41, a, W)

= wf + a(trial — §(st, ar, w'))sra;
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Approximative Q-learning

Episode 1 Episode 2 Episode 3

(0,1,1,—2) | (0,0,—1,0) | (1,1, exit,2)
(1,1, exit,2) | (~1,0, exit, —1)

each field in the table is an n-tuple (s¢, at, Se+1, re+1)

Task: compute Q-function - from each tuple refine wy, wy
> w <« w+ oftrial — §(s;, ar, w))V§(st, ar, w)
Wf+1 = W + a(trlal (St7 dy, W ))Stat

> trial = repq + v max, §(se41, a, W)

Define wy update:

A- t+1 = w¢ + a(trial — §(st, ar, w))

B: WSH = w{ + atrial — §(s¢, ar, wh))(1 — a;)
C: W™ = w + a(trial)(1 — a;)
D: WSH = w¢ + (trial — §(s¢, ar, wh))(1 — a;)

2 > 0

(

S

)

-1,0,1}
}

,1
,w) = aswi + (1 — a)wo
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(07171372) (030,7170) (1,1,6Xit,2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, Se+1, re+1)

Task: compute Q-function - from each tuple refine wy, wy

> w <« w+ oftrial — §(s;, ar, w))V§(st, ar, w)

t+1
Wy

> trial = repq + v max, §(se41, a, W)

Define wy update:
A:

= wf + a(trial — §(st, ar, w'))sra;

B: with = wi + atrial — §(st, ar, wt))(1 — a;)

C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function - from each tuple refine wy, wy

> w < w+ oftrial —

witt = W1 + aftrial —
witt = wi + atrial — §(st, ar, w

(sl’vatv ))Va(shataw)

> trial = rep1 4+ v max, §(se41, a, w)

G(st, ae, Wt))sras

wi))(1 - a)

0,
}

=asw + (1 — a)w
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Approximative Q-learning

Episode 1 Episode 2 Episode 3

(0,1,1,-2) | (0,0,—1,0) | (1,1, exit,2)
(1,1, exit,2) | (~1,0, exit, —1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function - from each tuple refine wy, wy

> w < w + atrial — §(st, ar, w))V§(st, ar, w)

witt W1 + aftrial — (s, ar, wt))s:a;

Ct"+1 = WO + a(trlal (5t7 at, W ))(1 - at)

> trial = rep1 4+ v max, §(se41, a, w)

Let's compute w = (wy, wp)

0,
}

=asw + (1 — a)w
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Approximative Q-learning

Episode 1 Episode 2 Episode 3

(0,1,1,-2) | (0,0,—1,0) | (1,1, exit,2)
(1,1, exit,2) | (~1,0, exit, —1)

each field in the table is an n-tuple (s¢, at, St+1, rt+1)

Task: compute Q-function - from each tuple refine wy, wy

> w < w + atrial — §(st, ar, w))V§(st, ar, w)

witt W1 + aftrial — (s, ar, wt))s:a;

Ct"+1 = WO + a(trlal (5t7 at, W ))(1 - at)

> trial = rep1 4+ v max, §(se41, a, w)

Let's compute w = (wy, wp)
For simplicity: v =1,a =

0,
}

=asw + (1 — a)w
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy
> w < w + aftrial — §(st, ar, w))V§(se, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s;a:
Wg+1 = w{ + a(trial — §(s¢, ar, w'))(1 — a;)

> trial = rep1 4+ v maxg §(se41, a, W)

Initialize w:
A w = (w,w) =(1,1)
B: w=(w,w)=(0,1
C: w=(w,w) = (0,0)
D: arbitrarily

~—
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy
> w <+ w + atrial — §(s, ar, w))V§(st, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
witt = wi + a(trial — §(st, ar, wt))(1 — a;)

> trial = rep1 + v max, §(sei1, a, W)

Initialize w:
A:
B:
C:
D: arbitrarily (we choose w = (wy, wy) = (0,0))
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy

> w < w+ aftrial — §(st, ar, w))V§(se, ar, w)

t+1

wi T = wi + a(trial — §(st, ar, wh))s:a;
witt = wi + a(trial — §(st, ar, wt))(1 — a;)

> trial = rep1 + v max, §(set1, a, w)

t=0 w=(w,w) = (0,0)

={-1,0,1}
0,1}
a=1
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ aftrial — §(st, ar, w))V§(se, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
witt = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=0 w=(w,w)=(0,0)

Transition (s = 0,a: = 1,511 = 1,41 = =2),t =1
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ aftrial — §(st, ar, w))V§(se, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
witt = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=0 w=(wi,w) = (0,0)

Transition (st =0,a: = 1,501 = 1,1 = —2),t =1
Compute:

A: trial = -2

B: trial =0

C: trial =-1

D: trial =1
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ aftrial — §(st, ar, w))V§(se, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
witt = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=0 w=(wi,w) = (0,0)
Transition (s = 0,a: = 1,511 = 1,41 = =2),t =1
Compute:
A: trial = =2 + max{§(st+1 = 1,a=0,w"), §(se+1 = 1,a =1, w")} = =2 + max{0,0} = -2
B:
C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)

t=0 w=(w,w) = (0,0)

Transition (s = 0,a: = 1,541 = 1, rey1 = —2),t = 1: trial = -2
Compute diff = trial — §(s¢, ar, w):

A: diff =0
B: diff =1
C: diff =-1
D: diff =-2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — §(st, ar, w)

”1 = W1 + a(trial — §(st, ar, w'))sra;
t+1

wy = w{ + a(trial — §(s¢, ar, w'))(1 — a;)
> trial = rp1 + v max, §(se41, a, w)
t=0 w= (W1,Wo) = (0,0)

Transition (s = 0,a: = 1,511 =1, rey1 = —2),t = 1: trial = -
Compute diff = trial — §(s¢, ar, w):

A:

B:

C:

D: diff = —2-0= -2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

witl = W1 + aftrial — §(s¢, ar, w'))sta
wi™ = wé + aftrial — §(s, a,, wh))(1 — a¢)

> trial = rep1 + v max, §(se11, a, w)
t=0 w=(wi,w)=(0,0)

Transition (s; = 0,a: = 1,5¢41 = 1, 11 = —2),t = 1: trial = -2, diff = -2

Compute :
A: Hl =2
B: f“ =0
G wht=1
D: Wlt+1 -2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

Wf+1 = Wlt + O[(t]f'lal - a(stv at, Wt))stat
w™ = w + aftrial - §(s., ar, w))(1 - ;)

> trial = rep1 + v max, §(se11, a, w)
t=0 w=(wi,w)=(0,0)

Transition (s; = 0,a: = 1,5¢41 = 1, 11 = —2),t = 1: trial = -2, diff = -2

Compute :
A:
B: wit = wf + [diff]star =04 (—2)-1-0=0
C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

Wf+1 = Wlt + O[(t]f'lal - a(stv at, Wt))stat
w™ = w + aftrial - §(s., ar, w))(1 - ;)

> trial = rep1 + v max, §(se11, a, w)
t=0 w=(wi,w)=(0,0)

Transition (st = 0,a; = 1,5¢41 = 1, i1 = —2), t = 1: trial = -2, diff = -2 = w{T' =0
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Approximative Q-learning

(0,1,1,—2) | (0,0,—1,0) | (1,1,exit,2)
(1,1, exit,2) | (—1,0, exit, 1)

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

witl = W1 + aftrial — §(s¢, ar, w'))sta
wi™ = wé + aftrial — §(s, a,, wh))(1 — a¢)

> trial = rep1 + v max, §(se11, a, w)
t=0 w=(wi,w)=(0,0)

Transition (st = 0,a; = 1,5¢41 = 1, rey1 = —2), t = 1: trial = -2, diff = -2 = wf*!
Compute :

A- t+1 =2

B: g“ =1

C:wi=0

D: WS“ -2

Episode 1 Episode 2 Episode 3 f‘: ~1,0,1}

=0
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Approximative Q-learning

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

Wf+1 = Wlt + O[(t]f'lal - a(stv at, Wt))stat
w™ = w + aftrial - §(s., ar, w))(1 - ;)

> trial = rep1 + v max, §(se11, a, w)
t=0 w=(wi,w)=(0,0)

Transition (st = 0,a; = 1,5¢41 = 1, i1 = —2), t = 1: trial = -2, diff = -2 = w{T' =0

Compute :
A:

B:
C wit =w{ +[diff](1 —a;) =0+ -2(1—-1)=0
D:

Episode 1 Episode 2 Episode 3 f‘z Eil’ 13
(0.11,-2) | (0,0,-1,0) | (L,1,exit,2) 0]
(1,1, exit,2) | (—1,0, exit,—1) a(s, a
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=1 w=(wi,w) = (0,0)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=1 w=(wi,w) = (0,0)

Transition (s; = 1,a; = 1, sp11 = exit, rep1 = 2),t = 2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=1 w=(wi,w) = (0,0)

Transition (s; = 1,a; = 1, sp11 = exit, rep1 = 2),t = 2

Compute:
A: trial = -2
B: trial =0
C: trial =-1
D: trial =2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

Wf+1 = Wlt =+ O[(t]f'lal - a(sta at, Wt))stat
Wit = w + a(trial — §(s;, a, wh))(1 — a;)

> trial = rep1 + v maxa §(se11, a, w)
t=1 w=(wi,w)=(0,0)
Transition (s; = 1,a: = 1,511 = exit, riy1 = 2),t =2
Compute:

A:

B:

C:

D: trial =2+ max{0,0} =2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)

t=1 w=(w,w)=(0,0)

Transition (s; = 1,a; = 1, sp11 = exit, rep1 = 2),t = 2: trial = 2
Compute diff = trial — §(s¢, ar, w):

A: diff =0
B: diff =2
C: diff =-1
D: diff =-2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=1 w=(wi,w) = (0,0)
Transition (s; = 1,a; = 1, sp11 = exit, rep1 = 2),t = 2: trial = 2
Compute diff = trial — §(s¢, ar, w):
A:
B: diff =2—-0=2
C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

witl = W1 + aftrial — §(s¢, ar, w'))sta
wi™ = wé + aftrial — §(s, a,, wh))(1 — a¢)

> trial = rep1 + v max, §(se11, a, w)
t=1 w=(wi,w)=(0,0)

Transition (s; = 1,a; = 1, 5¢41 = exit, 1 = 2),t = 2: trial = 2, diff = 2

Compute :
A: Hl =2
B: f“ =0
G wht=1
D: Wlt+1 -2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

Wf+1 = Wlt + O[(t]f'lal - a(stv at, Wt))stat
w™ = w + aftrial - §(s., ar, w))(1 - ;)

> trial = rep1 + v max, §(se11, a, w)
t=1 w=(wi,w)=(0,0)

Transition (s; = 1,a; = 1, 5¢41 = exit, 1 = 2),t = 2: trial = 2, diff = 2

Compute :
A Wt =042-1-1=2
B:
C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

Wf+1 = Wlt + O[(t]f'lal - a(stv at, Wt))stat
w™ = w + aftrial - §(s., ar, w))(1 - ;)

> trial = rep1 + v max, §(se11, a, w)
t=1 w=(wi,w)=(0,0)

Transition (st = 1,ar = 1,511 = exit, rey1 = 2),t = 1: trial = 2, diff = 2 = wf™ =2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

witl = W1 + aftrial — §(s¢, ar, w'))sta
wi™ = wé + aftrial — §(s, a,, wh))(1 — a¢)

> trial = rep1 + v max, §(se11, a, w)
t=1 w=(wi,w)=(0,0)

Transition (st = 1,ar = 1,511 = exit, rey1 = 2),t = 1: trial = 2, diff = 2 = wf™ =2
Compute :

A: t+1 =2
B: g“ =1
C wtt=o0
D: WS“ -2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

Wf+1 = Wlt + O[(t]f'lal - a(stv at, Wt))stat
w™ = w + aftrial - §(s., ar, w))(1 - ;)

> trial = rep1 + v max, §(se11, a, w)
t=1 w=(wi,w)=(0,0)
Transition (st = 1,ar = 1,511 = exit, rey1 = 2),t = 2: trial = 2, diff = 2 = wf™ =2
Compute :

A:

B:
C wm=0+21-1)=0
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=2 w=(w,wm)=(2,0)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=2 w=(w,wm)=(2,0)

Transition (s; = 0,a; = 0,511 = —1, 141 = 0),t = 3
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=2 w=(w,wm)=(2,0)

Transition (st =0,a: = 0,811 = —1, 41 =0),t = 3:
Compute:

A: trial = -2

B: trial =0

C: trial =-1

D: trial =2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)

Wf+1 = Wf —+ a(trial - a(sta at, Wt))stat
w™ = wi + aftrial — §(s., ar, w))(1 — ;)

> trial = rep1 + v max, §(set1, a, w)
t=2 w=(wi,w)=(2,0)
Transition (st =0,a: = 0,811 = —1, 41 =0),t =3
Compute:
A:
B: trial=0 + max{(2-(—1)-0+0(1 —0)),(2(-1)1 4+ 0(1 — 1))} =0+ max{—2,0} =0
C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)

t=2 w=(w;,w)=(2,0)

Transition (st =0,a: = 0,811 = —1,r41 = 0),t = 3: trial =0
Compute diff = trial — §(s¢, ar, w):

A: diff =0

B: diff =2

C: diff = -1

D: diff = -2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=2 w=(w,wm)=(2,0)
Transition (st =0,a: = 0,811 = —1,r41 = 0),t = 3: trial =0
Compute diff = trial — §(s¢, ar, w):
A: diff=0—-(2-0-0+0(1—-0))=0
B:
C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 :Zz iall,}& 1}
(07]"17'_2) (0)07_].-70) (1,176Xl't72) ’Y:l, 70[: 1
(1,1, exit,2) | (—1,0, exit,—1) 4(s, 2. w) — aswy + (1 — a)wo

each field in the table is an n-tuple (s¢, at, St+1, rt+1)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ o(diff)V§(s:, ar, w); diff = trial — §(s:, a¢, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
witt = wi + atrial — §(st, ar, wt))(1 — a;)
> trial = rp1 + v maxa §(se11, a, w)
t=2 w=(w,wm)=(2,0)
Transition (s; = 0,a: = 0,5¢41 = —1, 11 = 0),t = 3: trial = 0, diff = 0
Since [diff]= 0:

= no change in (w1, wo)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=3 w=(w,wm)=(2,0)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=3 w=(w,wm)=(2,0)

Transition (s; = —1,a; = 0, sp41 = exit, rep1 = —1),t = 4:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=3 w=(w,wm)=(2,0)

Transition (st = —1,a; = 0, 541 = exit, rey1 = —1), t = 4
Compute:

A: trial = -2

B: trial =0

C: trial =-1

D: trial =2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)

t=3 w=(w,w)=(2,0)

Transition (st = —1,a; = 0, 541 = exit, rey1 = —1),t = 4
Compute:

A:

B:

C: trial=-14+0=-1

D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)

t=3 w=(w,w)=(2,0)

Transition (s; = —1,a; = 0, s¢41 = exit, ey = —1),t = 4: trial = —1
Compute diff = trial — §(s¢, ar, w):

A: diff =0

B: diff =2

C: diff = -1

D: diff = -2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)

t=3 w=(w,w)=(2,0)

Transition (s; = —1,a: = 0, s¢41 = exit, e = —1),t = 4: trial = —1
Compute diff = trial — §(s¢, ar, w):

A:

B:

C diff =—1-0=-1

D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘i Eall’}o’ 1
(071,1,.—2) (0,0,—.l,O) (1,1, exit, 2) N1, :1: 1
(1,1, exit,2) | (—1,0,exit, —1) 4(s,a,w) = aswr + (1 — a)wo
each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)
witt = W1 + a(trial — §(s¢, ar, wt))s:a:
witt = wi + atrial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(se11, a, w)
t=3 w=(w,wm)=(2,0)
Transition (s; = —1,a; = 0, s¢41 = exit, rer1 = —1),t = 4: trial = —1, diff = —1
Compute :
A- t+1 =2
B: f“ =0
G wht=1
D: Wlt+1 -2
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Approximative Q-learning
Episode 1 Episode 2 Episode 3 f‘: ~1,0,1}
(0,1,1,-2) [ (0,0,—1,0) | (1,1, exit,2)
(1,1, exit, 2) | (—1,0, exit, —1)

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
witt = wi + atrial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(se11, a, w)

t=3 w=(wi,w)=(2,0)
Transition (s; = —1,a; = 0, s¢41 = exit, rer1 = —1),t = 4: trial = —1, diff = —1
Compute :

A wftt =24 (=1)-(-1)-0=2

B:

C:

D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3
(0,1,1,-2) (0,0,-1,0) (1,1, exit, 2)
(1,1, exit,2) | (—1,0, exit,—1)

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

Wf+1 = Wlt + O[(t]f'lal - a(stv at, Wt))stat
w™ = w + aftrial - §(s., ar, w))(1 - ;)

> trial = rep1 + v max, §(se11, a, w)
t=3 w=(w,wm)=(2,0)

Transition (s; = —1,a; = 0, sp41 = exit, r11 = —1),t = 4: trial = —1, diff = —1 = w/™ =2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3

(0,1,1,—2) | (0,0,—1,0) | (1,1,exit,2)
(1,1, exit,2) | (—1,0, exit, 1)

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy

> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)
t+1

wy = W1 + a(trial — §(s¢, ar, wh))s:a;
witt = wi + atrial — §(st, ar, wt))(1 — a;)

> trial = rep1 + v max, §(se11, a, w)
t=3 w=(w,wm)=(2,0)

Transition (s; = —1,a; = 0, s¢41 = exit, rer1 = —1),t = 4: trial
Compute :

A- t+1 =2

B: Wot+1 =-1

C wtt=o0

D: wi™ 2

=—1,diff = -1 = wf'"

=2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘i Eall’}o’ g
(071,1,.—2) (0,0,—ll,O) (1,1, exit, 2) N1, 70[: 1
(1,1, exit,2) | (—1,0,exit, —1) 4(s,a,w) = aswr + (1 — a)wo
each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
witt = wi + atrial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(se11, a, w)
t=3 w=(w,wm)=(2,0)
Transition (st = —1,a; = 0, 5y41 = exit, re1 = —1),t = 4: trial = —1, diff = —1 = w{t!' =2
Compute :
A:

B: w{t'=0+(-1)-(1-0)=-1
C:
D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
witt = wf + a(trial — §(s;, ar, wt))s:a:
Wit = wi + a(trial — §(st, ar, wt))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=4 w=(w,w)=(2,-1)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
Wf+1

Wit = wt + a(trial — §(se, ar, wt))(1 — a)

> trial = rep1 + v max, §(set1, a, w)
t=4 w=(w,w)=(2,-1)

= wf + a(trial — §(st, ar, w'))sa;

Transition (s; = 1,a; = 1, sp11 = exit, rep1 = 2),t = 5:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
Wf+1

Wit = wt + a(trial — §(se, ar, wt))(1 — a)

> trial = rep1 + v max, §(set1, a, w)
t=4 w=(w,w)=(2,-1)

= wf + a(trial — §(st, ar, w'))sa;

Transition (s; = 1,a; = 1, sp11 = exit, rep1 = 2),t = 5:

Compute:
A: trial = -2
B: trial =0
C: trial =-1
D: trial =2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
Wf+1

= wf + a(trial — §(st, ar, w'))sa;
t+1

wy = w{ + a(trial — §(s¢, ar, w'))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=4 w=(w,w)=(2,-1)
Transition (s; = 1,a; = 1, sp41 = exit, rep1 = 2),t = 5:
Compute:

A:

B:

C:

D: trial=2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
Wf+1

= wf + a(trial — §(st, ar, w'))sa;
t+1

wy = w{ + a(trial — §(s¢, ar, w'))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=4 w=(w,w)=(2,-1)

Transition (s; = 1,a; = 1, s;11 = exit, rep1 = 2),t = 5: trial = 2
Compute diff = trial — §(s¢, ar, w):

A: diff =0
B: diff =2
C: diff =-1
D: diff =-2
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 f‘z Eall,}o, 1}
(0,1,1,-2) (0,0,-1,0) [ (L1 exit,2) AR
(1,1, exit,2) | (—1,0, exit,—1) 45,2 w) — asws + (1— )

each field in the table is an n-tuple (s¢, at, Se+1, re41)

Task: compute Q-function - from each tuple refine wy, wy
> w < w+ a(diff ) V§(st, ar, w); diff = trial — (s, ar, w)
Wf+1

= wf + a(trial — §(st, ar, w'))sa;
t+1

wy = w{ + a(trial — §(s¢, ar, w'))(1 — a;)
> trial = rep1 + v max, §(set1, a, w)
t=4 w=(w,w)=(2,-1)
Transition (s; = 1,a; = 1, s;11 = exit, rep1 = 2),t = 5: trial = 2
Compute diff = trial — §(s¢, ar, w):

A diff =2 —(2-1-14(=1)(1-1))=2-2=0

B:

C:

D:
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 Zz igll,}o, 1}
(0,1,1,-2) [ (0,0,-1,0) [ (1,1 exit2) el w1
(1,1, exit,2) | (—1,0,exit,—1) a(s, a,w) = aswy + (1 — a)wo

each field in the table is an n-tuple (s¢, at, St+1, rt+1)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)
witt W1 + aftrial — (s, ar, wt))s:a;
witt = wé + a(trial — §(s;, ar, wt))(1 — a¢)
> trial = r1 4+ v max, §(se11, a, w)
)

t=4 w=(w,w)=(2,-1

Transition (s; = 1,a; = 1,5¢41 = exit, 1 = 2),t = 5: trial = 2, diff = 0
Since [diff]= 0
= no change in (w1, wy)
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Approximative Q-learning

Episode 1 Episode 2 Episode 3 Zz igll,}o, 1}
(0,1,1,-2) [ (0,0,-1,0) [ (1,1 exit2) el w1
(1,1, exit,2) | (—1,0,exit,—1) a(s, a,w) = aswy + (1 — a)wo

each field in the table is an n-tuple (s¢, at, St+1, rt+1)
Task: compute Q-function - from each tuple refine wy, wy
> w < w+ o(diff)V§(st, ar, w); diff = trial — §(s;, ar, w)

witt W1 + aftrial — (s, ar, wt))s:a;
witt = wé + a(trial — §(s;, ar, wt))(1 — a¢)

> trial = r1 4+ v max, §(se11, a, w)
)

t=4 w=(w,w)=(2,-1

Transition (s; = 1,a; = 1,5¢41 = exit, 1 = 2),t = 5: trial = 2, diff = 0
Since [diff]= 0

= no change in (w1, wp)

Final solution: w = (w1, wo) = (2, —1)
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