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Passive reinforcement learning agent

I Evaluates a fixed policy

I Observes rewards and calculates expected utility

I Model is not known

I Model-based and model-free learning



Direct utility estimation

I Learn expected reward-to-go from the observations



Adaptive dynamic programming

I Estimate probability of transitions P(s ′ | s, a)

I Store state-action frequency table Nsa

I and state-action-state frequency table Nsaa′

I Evaluate policy the same way as in policy iteration



Temporal difference learning

Uπ(s) = Uπ(s) + α
(
R(s) + γUπ(s ′)− Uπ(s)

)



Active reinforcement learning agent

I No fixed policy, policy calculated online

I Exploration vs. exploitation

I SARSA algorithm learns Q-function

Qπ(s, a) = Qπ(s, a) + α
(
R(s) + γQπ(s ′, a′)− Qπ(s, a)

)



Now implement a passive RL agent using TD

I Download a jupyter notebook with instructions from the CW.
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